STA 313F2004 Final Assignment

In this assignment, all random variables and vectors have expected value zero. Scalar (that
is, 1 x 1) random variable starting with « and y are always manifest, those starting with
F' are latent, and those starting with e are error terms. In path diagrams, every curved
two-headed arrow corresponds to a covariance term, but the symbols for the covariances
are not on the path diagram; you make them up. On the other hand, if a straight arrow
has no symbol on it, the weight is one. For example, error terms never have symbols on
their arrows, and their weights are always one. Unless otherwise indicated, all exogenous
variables have unknown variances that are parameters in the model; you make up the
symbols.

Random vectors will be represented in boldface, and we will stay close to the LISREL
notation; see formula sheet.

1. Give the definition of a recursive model for observed variables. There are three
characteristics. On the final exam, if you state that a model is identified because
it’s recursive (and you’re right), you must mention all three characteristics for full
marks.

2. Prove the null-@ rule for observed variables. That is (considering a special case of
the LISREL model),
y =I'x+(,

with V(x) = ®, V({) = ¥, and x and ¢ independent. Of course x and y are
manifest. Is this model identified? Answer Yes or No, and prove it.

By the way, if a model expressed in terms of vectors and matrices is not identified
in general, a good approach is often to find a small special case, usually involving
scalars rather than matrices, and either (a) observe that showing identification in-
volves trying to several equations in several unknowns, with more unknowns than
equations, or (b) give a specific example of two distinct sets of parameter values
that yield the same variance-covariance matrix for the manifest variables — in your
small example.

3. In class, we saw that if you are doing multiple regression with errors of measurement
in the independent variables and you have two independent measurements of the
independent variables, the model is identified. As we did it in class, the two inde-
pendent measurements were equivalent. That is, the measurement errors had the
same variance-covariance matrix each time. It would be nice if we could relax this
equivalence assumption. Then, we could deal with situations where the independent
variables were measured by a different person the second time, which would help
ensure independence. Anyway, let

x; = £+,
Xy = €+52
y = T§+(,

with 61, d2, ¢ and £ all independent, V(&) = ®, V({) = ¥, V(d1) = O1, V(d2) =
©,, and ©; # O,. Is this model identified? Answer Yes or No, and prove it.



4. Now we would like to see if we can do multiple regression entirely with latent vari-
ables, as long as we have two independent measurements of everything. You could
think of this as a null-3 rule for latent variables. Let

x; = £+ 6,
Xy = &+ 09
Yy = n+e
Y2 = nte
n = I'§+¢,

where we are following LISREL-type notation, adding V' (€1) = O, V(e2) = O,
V(d1) = By, V(82) = Oy, and as usual all the vectors of error terms are indepen-
dent of each other and of &. Is this model identified? Answer Yes or No, and prove
it.

5. The next step would be to add a vector of manifest exogenous variables, and you
would think that no additional conditions on the model would be necessary; you
would think that with two independent measurements on all the latent variables,
the model would be identified. But instead, things start to get really complicated.
The main source of the complication is the set of unknown covariances between &
and x3. So we’ll have to be satisfied with a scalar version of the problem. Let

r1 = F+e
Ty = F+e
y = biF + boxs + es,
where F' and x3 are independent of the error terms e, e5 and e3, the error terms are

independent of each other, and Cov(F,x35) = k. Is the model identified? Answer
Yes or No, and prove it.

6. Consider this model:

Y1 = b1 +boys + €1
Y2 = bsxa + bayr + e2,

where z1 and x9 are correlated with each other (say Cov(z1,z2) = k), and indepen-
dent of the error terms e; and ey, which are independent of each other. Is the model
identified? Answer Yes or No, and prove it. Hint: Try to do it yourself, but if you
get stuck, see Chapter 5 of our almost useless online “textbook.”

7. On the following pages are some hand-drawn path models. For each one, state
whether the model is identified and justify your answer. Sometimes, it’s very quick.
Feel free to use the results you've already proved in earlier questions, if they apply.

Then, try to express each model in LISREL notation; say what all the vectors
and matrices are. For many models, parts of the LISREL model are just missing.
Sometimes there is more than one way to express the answer. For models containing
just observed variables, you may start with

y=08y+Ix+¢(.
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