STA 442: Methods of Applied Data File

Statistics
* Rows are cases

* Columns are variables

STA1008: Applications of
Statistics
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Variables can be Variables can be

* Quantitative - representing amount of

something, like Income, BP, BMI, « Independent: Predictor or partial cause
GPA (?)

» Dependent: Predicted or effect
» Categorical - Codes represent category

membership, like Gender, Nationality,
Marital status, Alive vs. dead

« Statistics: Numbers that can be
We will often pretend that our data calculated from sample data
represent a random sample from some
population. We will carry out formal
procedures for making inferences about
this (usually fictitious) population, and
then use them as a basis for drawing
conclusions about the data.

 Parameters: Numbers that could be
calculated if we knew the whole
population
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Distribution = Population Conditional Distribution

Histogram

For each value x of the independent variable X,
there is a separate distribution of the dependent
Variable Y. This is called the conditional distribution
of Y given X=x.

Example: Conditional distribution of height given

/ o Gender = F.
Definition of “Related” Testing Statistical Significance
- We will say that the independent and * Are IV and DV “really” related?

dependent variables are unrelated if the

conditional distribution of the dependent

variable is identical for each value of the * Null Hypothesis: They are unrelated
independent variable. in the population

« If the distribution of the dependent variable
does depend on the value of the independent
variable, we will describe the two variables
as related.
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Reasoning

Suppose that the independent and dependent variables are
actually unrelated in the population. If this null hypothesis
is true, what is the probability of obtaining a sample
relationship between the variables that is as strong or
stronger than the one we have observed? If the probability
is small (say, p < 0.05), then we describe the sample
relationship as statistically significant, and it is socially
acceptable to discuss the results.

We can be wrong

» Type | error: H, is true, but we reject it

» Type Il error: H, is false, but we fail to
reject it
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P-value

« The probability of getting our results (or
better) just by chance.

» The minimum significance level at
which the null hypothesis can be
rejected.

Power is the probability of
correctly rejecting H,

« Power =1 - P(Type Il Error)

» Power increases with true strength of
relationship, and with sample size

» Power can be used to select sample
size in advance of data collection



Confidence Interval: Pair of
numbers chosen so that the
probability they will enclose
the parameter (or function of
parameters) is large, like 0.95

Many statistical methods assume
Independent Observations

« Simple random sampling

» Cases are not linked, do not
‘communicate”

* If the design involves non-
independence, allow for it
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Should we Accept H,?

When the results are not statistically
significant, usually we will say that the
data do not provide enough evidence
to conclude that the variables are
related.

See text for more details

Elementary Tests

Independent (two-sample) t-test
Matched (paired) t-test

One-way ANOVA

Simple regression and correlation
Chi-square test of independence





