
Multiple Linear Regression 

Yi = �0 + �1xi,1 + . . . + �p�1xi,p�1 + ⇥i



Statistical MODEL 
•  There are p-1 explanatory variables 
•  For each combination of explanatory 

variables, the conditional distribution of 
the response variable Y is normal, with 
constant variance 

•  The conditional population mean of Y 
depends on the x values, as follows: 



Control means hold constant 

E[Y |X = x] = �0 + �1x1 + �2x2 + �3x3 + �4x4

⇥

⇥x3
E[Y |X = x] = �3

So β3 is the rate at which E[Y|x] changes as  
a function of x3 with all other variables  
held constant at fixed levels. 



Increase x3 by one unit 
holding other variables constant 

�0 + �1x1 + �2x2 +�3(x3 + 1) +�4x4

� (�0 + �1x1 + �2x2 +�3 x3 +�4x4)

So β3 is the amount that E[Y|x] changes when 
x3 is increased by one unit and all other  
variables are held constant at fixed levels. 

= �3(x3 + 1)� �3x3

= �3



It’s model-based control 

To “hold x5 constant” at some 
particular value, like x5=14, you 
don’t even need data at that 
value. 



Statistics b estimate 
parameters beta 



 Categorical IVs 
•  X=1 means Drug, X=0 means Placebo 

•  Population mean is  

•  For patients getting the drug, mean response 
is  

•  For patients getting the placebo, mean 
response is 



 Sample regression 
coefficients for a binary IV 

•  X=1 means Drug, X=0 means Placebo 

•  Predicted response is  

•  For patients getting the drug, predicted response is  

•  For patients getting the placebo, predicted response 
is 



Regression test of b1 

•  Same as an independent t-test 
•  Same as a oneway ANOVA with 2 

categories 
•  Same t, same F, same p-value. 



Drug A, Drug B, Placebo 
•  x1 = 1 if Drug A, Zero otherwise 
•  x2 = 1 if Drug B, Zero otherwise 
•    
•  Fill in the table 



Drug A, Drug B, Placebo 
•  x1 = 1 if Drug A, Zero otherwise 
•  x2 = 1 if Drug B, Zero otherwise 
•    

Regression coefficients are contrasts with the category  
that has no indicator – the reference category 
 



Indicator dummy variable 
coding with intercept 

•  Need p-1 indicators to represent a 
categorical explanatory variable with p 
categories 

•  If you use p dummy variables, trouble 
•  Regression coefficients are contrasts 

with the category that has no indicator 
•  Call this the reference category 



Now add a quantitative 
variable (covariate) 

•  x1 = Age 
•  x2 = 1 if Drug A, Zero otherwise 
•  x3 = 1 if Drug B, Zero otherwise 
•    



Effect coding 
•  p-1 dummy variables for p categories 
•  Include an intercept 
•  Last category gets -1 instead of zero 
•  What do the regression coefficients 

mean? 
 



Meaning of the regression 
coefficients 

The grand mean 



With effect coding 
•  Intercept is the Grand Mean 
•  Regression coefficients are deviations of 

group means from the grand mean. 
•  They are the non-redundant effects. 
•  Equal population means is equivalent to zero 

coefficients for all the dummy variables 
•  Last category is not a reference category 
 



Add a covariate: Age = x1 

Regression coefficients are deviations from the 
average conditional population mean (conditional on 
x1). 
 
So if the regression coefficients for all the dummy 
variables equal zero, the categorical explanatory 
variable is unrelated to the response variable, 
controlling for the covariate(s). 



Effect coding is very useful when there is 
more than one categorical explanatory 
variable and we are interested in 
interactions --- ways in which the 
relationship of an explanatory variable 
with the response variable depends on 
the value of another explanatory variable. 
 
Interaction terms correspond to products 
of dummy variables. 



Analysis	  of	  Variance	  

And	  tes1ng	  



Analysis	  of	  Variance	  

•  Varia1on	  to	  explain:	  	  Total	  Sum	  of	  Squares	  

•  Varia1on	  that	  is	  s1ll	  unexplained:	  	  Error	  
Sum	  of	  Squares	  

•  Varia1on	  that	  is	  explained:	  	  Regression	  (or	  
Model)	  Sum	  of	  Squares	  



ANOVA	  Summary	  Table	  



Propor1on	  of	  varia1on	  in	  the	  
response	  variable	  that	  is	  explained	  

by	  the	  explanatory	  variables	  



Hypothesis	  Tes1ng	  

•  Overall	  F	  test	  for	  all	  the	  explanatory	  variables	  at	  
once,	  

•  T-‐tests	  for	  each	  regression	  coefficient:	  Controlling	  
for	  all	  the	  others,	  does	  that	  explanatory	  variable	  
maIer?	  

•  Test	  a	  collec1on	  of	  explanatory	  variables	  
controlling	  for	  another	  collec1on,	  

•  Most	  general:	  Tes1ng	  whether	  sets	  of	  linear	  
combina1ons	  of	  regression	  coefficients	  differ	  
from	  specified	  constants.	  



Controlling	  for	  mother’s	  educa1on	  and	  
father’s	  educa1on,	  are	  (any	  of)	  total	  family	  
income,	  assessed	  value	  of	  home	  and	  total	  
market	  value	  of	  all	  vehicles	  owned	  by	  the	  

family	  related	  to	  High	  School	  GPA?	  

	  

(A	  false	  promise	  because	  of	  measurement	  error	  in	  educa1on)	  



Full	  vs.	  Reduced	  Model	  

•  You	  have	  2	  sets	  of	  variables,	  A	  and	  B	  
•  Want	  to	  test	  B	  controlling	  for	  A	  
•  Fit	  a	  model	  with	  both	  A	  and	  B:	  Call	  it	  the	  Full	  
Model	  

•  Fit	  a	  model	  with	  just	  A:	  Call	  it	  the	  Reduced	  
Model	  

	  



When	  you	  add	  explanatory	  variables,	  
R2	  can	  only	  go	  up	  

•  By	  how	  much?	  Basis	  of	  F	  test.	  
•  Same	  as	  tes1ng	  H0:	  All	  betas	  in	  set	  B	  (there	  are	  d	  
of	  them)	  equal	  zero	  

•  General	  H0:	  Lβ	  =	  h	  (L	  is	  dxp,	  row	  rank	  d)	  

F =
(SSRF � SSRR)/d

MSEF

=
(L�� � h)⇥(L(X⇥X)�1L⇥)�1(L�� � h)

d MSEF



When	  you	  add	  explanatory	  variables	  
to	  a	  model	  (with	  observa1onal	  data)	  

•  Sta1s1cal	  significance	  can	  appear	  when	  it	  was	  
not	  present	  originally	  

•  Sta1s1cal	  significance	  that	  was	  originally	  
present	  can	  disappear	  

•  Even	  the	  signs	  of	  the	  b	  coefficients	  can	  
change,	  reversing	  the	  interpreta1on	  of	  how	  
their	  variables	  are	  related	  to	  the	  dependent	  
variable.	  

•  Another	  version	  of	  Simpson’s	  paradox	  



Copyright Information 

This slide show was prepared by Jerry Brunner, Department of 
Statistics, University of Toronto. It is licensed under a Creative 
Commons Attribution - ShareAlike 3.0 Unported License. Use 
any part of it as you like and share the result freely. These 
Powerpoint slides will be available from the course website: 
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