Multiple Linear Regression

Yi =00+ 1xi1+ ...+ Pp_1Tip—1 + €



Statistical MODEL

* There are p-71 independent variables

 For each combination of IVs, the
conditional distribution of the dependent
variable Y is normal, with constant
variance

* The conditional population mean of Y
depends on the x values, as follows:

E[Y‘X = ZIZ] = 3() -+ .,81.’1_?1 + ...+ ,.{])—1-7-71)—1



Control means hold constant

EY|X =x| = 0o + B1x1 + Boxa + B33 + Baxy

0
a—%E[Y\X = x| = O3

S0 35 is the rate at which E[Y|x] changes as
a function of x; with all other variables
held constant at fixed levels.



Increase x; by one unit
holding other variables constant

Bo + Bix1 + Bexa  +03(w3 + 1) Baxy

— (50 + Bi1x1 + Paze +B3 73 54554)
= [3(wg +1) — Bz
= 03

S0 (B4 is the amount that E[Y]x] changes when
X IS Increased by one unit and all other
variables are held constant at fixed levels.



Statistics b estimate
parameters beta

ElY|X = x| Bo + G121 + Boxs + B3x3 + Baxs

Y = byg+byxy+ boxo + byxrs + byxy



Categorical |Vs

X=1 means Drug, X=0 means Placebo
Population meanis FE|Y|X = x| = 3y + Sz

For patients getting the drug, mean response
IS ElY|X =1]| = 6o + 1

For patients getting the placebo, mean
response is E[Y|X =0] = f



Sample regression
coefficients for a binary |V

 X=1 means Drug, X=0 means Placebo

AN

» Predicted responseis Y = by + b1

* For patients getting the drug, predicted response is
Y = b() + 1)1 — Y1

« For patients getting the placebo, predicted response

IS ~ _
Y = b() — Y(‘)



Regression test of b,

« Same as an independent t-test

 Same as a oneway ANOVA with 2
categories

« Same t, same F, same p-value.



Drug A, Drug B, Placebo

X, =1 if Drug A, Zero otherwise
X, =1 if Drug B, Zero otherwise
EY|X = x| = [y + f1x1 + (212
Fill in the table

Gl‘()llp L1 Lo }3() — 31 L1 — ‘,32 Lo

A 1 =—

B 9%,

Placebo (43




Drug A, Drug B, Placebo

* X, = 11if Drug A, Zero otherwise
* X, = 1if Drug B, Zero otherwise
e F [Y |X — -’L’] — 43() + ;31 L1 -+ 132 )

Group | @1 | o | Bo+ Bixy + Boxo
A 1 0 | uy = By + 54
B 0 L | po = By + B9
Placebo | 0 0 | us = By

Regression coefficients are contrasts with the category
that has no indicator — the reference category



Indicator dummy variable
coding with intercept

Need p-1 indicators to represent a
categorical IV with p categories

If you use p dummy variables, trouble

Regression coefficients are contrasts
with the category that has no indicator

Call this the reference category



Now add a quantitative

variable (covariate)
* X, = Age

* X, = 1if Drug A, Zero otherwise
* X3 =1 if Drug B, Zero otherwise

* E\Y|X = x| = bo + 121 + B2x2 + [313

Drug To | 3 | Bo+ Bix1 + Baxo + B33
A 1 | O (Bo + B2) + Biz1
B 0 | 1 (Bo + B3) + Biz1
Placebo | 0 0 Bo +01z1

Parallel slopes, ANCOVA



Effect coding

p-1 dummy variables for p categories
Include an intercept

Last category gets -1 instead of zero
What do the regression coefficients

mean?
Group | x; | xo | E[Y|X =] = [y + frx1 + Paxo |
A 1 0 1 = I:fg() + 3 1
B () 1 o =— ."'3() -+ 32
Placebo -1 -1 M3 — ,"3() - 31 - ,"32




Meaning of the regression

coefficients
Group | z1 | 2o | E[Y|X = x] = By + Bix1 + Boxs
A 1 0 1 = ‘:‘3() + 3 1
B 0 1 Lo = ,",3() -} 32
Placebo L | -1 | ps = By — 31— 3

1
= §(M1 + o + p3) = Bo

The grand mean



With effect coding

Intercept is the Grand Mean

Regression coefficients are deviations of
group means from the grand mean.

They are the non-redundant effects.

Equal population means is equivalent to zero
coefficients for all the dummy variables

Last category is not a reference category

Group | zy | o | E[Y|X =] = By + f121 + Boxa

A 1 0 1 = ,-'3() + )) 1

B () l / lo = ,“3() + 32
Placebo | -1 | -1 | pus = By — 51 — 32

-—_




Add a covariate: Age = x,

EY|X =] = 8o + fix1 + Boxa + Paas |

Group | a9 | x5
A 1 0 | p1 = [+ 32 + 3111
B 0 L | po = By + 33 + Bi1aq
Placebo | -1 | -1 | pus = By — B2 — B3 + B1xy

Regression coefficients are deviations from the
average conditional population mean (conditional on

X4).

So if the regression coefficients for all the dummy
variables equal zero, the categorical |V is unrelated
to the DV, controlling for the covariate(s).



Effect coding is very useful when there is
more than one categorical independent
variable and we are interested In
Interactions --- ways in which the
relationship of an independent variable
with the dependent variable depends on
the value of another independent
variable.

Interaction terms correspond to products
of dummy variables.



