
STA 302f16 Assignment Seven1

These problems are preparation for the quiz in tutorial on Thursday November 3d, and are
not to be handed in.

1. This question exercises your understanding of how t statistics are constructed. You
may use the fact (a fact you have proved) that for a normal random sample,

(n− 1)s2

σ2
∼ χ2(n− 1).

Let x1, . . . , xn1

i.i.d.∼ N(µ1, σ
2), and y1, . . . , yn2

i.i.d.∼ N(µ2, σ
2). These two random sam-

ples are independent, meaning all the x variables are independent of all of the y vari-
ables.

Every elementary Statistics text tells you that

t =
x− y − (µ1 − µ2)

sp
√

1
n1

+ 1
n2

∼ t(n1 + n2 − 2),

where

s2p =

∑n1

i=1(xi − x)2 +
∑n2

i=1(yi − y)2

n1 + n2 − 2

This is the basis of tests and confidence intervals for µ1 − µ2.

(a) Prove that t does indeed have the distribution claimed. Carefully cite material
from the formula sheet when you use it. The word “independent” should appear
in your answer at least twice.

(b) Suppose you wanted to test H0 : µ1 = µ2. Give a formula for the test statistic.

(c) Derive a (1 − α)100% confidence interval for µ1 − µ2. “Derive” means show all
the High School algebra.

2. For the general linear model with normal errors,

(a) Let C be an m× (k+1) matrix of constants with linearly independent rows.What
is the distribution of Cb?

(b) IfH0 : Cβ = γ is true, what is the distribution of 1
σ2 (Cb−γ)′(C(X′X)−1C ′)−1(Cb−

γ)? Please locate support for your answer on the formula sheet. For full marks,
don’t forget the degrees of freedom.

(c) What other facts on the formula sheet allow you to establish the F distribution
for the general linear test? The distribution is given on the formula sheet, so
of course you can’t use that. In particular, how do you know numerator and
denominator are independent?

1Copyright information is at the end of the last page.
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3. Suppose you wish to test the null hypothesis that a single linear combination of re-
gression coefficients is equal to zero. That is, you want to test H0 : `′β = 0. Referring
to the formula sheet, verify that F = t2. Show your work.

4. The exact way that you express a linear null hypothesis does not matter. Let A be
an m × m nonsingular matrix (meaning A−1 exists), so that Cβ = γ if and only if
ACβ = Aγ. This is a useful way to express a logically equivalent null hypothesis,
because any matrix that is row equivalent to C can be written as AC. Show that the
general linear test statistic F for testing H0 : (AC)β = Aγ is the same as the one for
testing H0 : Cβ = γ.

5. The simple linear regression model is yi = β0+β1xi+εi for i = 1, . . . , n, where ε1, . . . , εn
are a random sample from a distribution with expected value zero and variance σ2.
The numbers x1, . . . , xn are known, observed constants, while the parameters β0 β1
and σ2 are unknown constants (parameters). In a previous homework, you obtained
the least squares estimates

b0 = y − b1x and b1 =

∑n
i=1(xi − x)(yi − y)∑n

i=1(xi − x)2
,

while the correlation coefficient r is given by

r =

∑n
i=1(xi − x)(yi − y)√∑n

i=1(xi − x)2
√∑n

i=1(yi − y)2
.

(a) Start by writing b1 as a function of r.

(b) Now show that for this model, R2 is the square of the correlation coefficient. Start
with R2 = SSR

SST
= · · · .

6. Show that for a multiple regression model with an intercept,

F =
SSRF − SSRR

ms2
=

(
n− k − 1

m

)(
a

1 − a

)
,

where a =
R2

F−R
2
R

1−R2
R

and s2 = e′e/(n − k − 1) from the full model. Show your work. It

may help to compare SST from the full model to SST from the reduced model before
you begin the calculation.
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7. That quantity denoted by a in the last question has a useful interpretation. It’s the
proportion of remaining variation in the dependent variable that is explained when the
independent variables in the second set are added to the model. That is, the variables
in the reduced model explain R2

R, so they fail to explain 1−R2
R. Then the variables in

the second set are added to the reduced model, yielding the full model — and R2 goes
up. The quantity a expresses this improvement as a proportion of what improvement
was possible.

Derive another formula for a, writing a in terms of F , n, k and m. Show your work.
This formula can give an idea of how strong a set of results is, when all you are given
is an F or t statistic and the degrees of freedom. The answer is on the formula sheet;
you are being asked to prove it.

8. In Assignment 6, Questions 14 through 18 developed an F -test for H0 : β1 = · · · =
βk = 0. Write the regression equation for the reduced model in scalar form.

9. In Assignment 5, you fit a regression model to data from a statistics class (actually,
STA302) many years ago. Here you will just answer questions about some possible
tests without actually doing them yet. Recall that the data consist of Quiz average,
Computer assignment average, Midterm score and Final Exam score.

(a) Write the regression equation in scalar form. The dependent variable is Final
Exam score; keep the independent variables in the order given above.

(b) Controlling for computer assignment average and midterm score, is quiz average
related to Final Exam score?

i. Give the null hypothesis in scalar form; this is a statement or collection of
statements about the βj values.

ii. Write the null hypothesis in matrix form as H0 : Cβ = γ.

iii. Write the regression equation for the reduced model in scalar form. Don’t
re-number the independent variables or βjs.

(c) Holding quiz average and midterm score constant, is computer assignment average
related to final exam score?

i. Give the null hypothesis in scalar form; this is a statement or collection of
statements about the βj values.

ii. Write the null hypothesis in matrix form as H0 : Cβ = γ.

iii. Write the regression equation for the reduced model in scalar form. Don’t
re-number the independent variables or βjs.
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(d) Correcting for performance on the quizzes and computer assignments, is perfor-
mance on the midterm related to performance on the final exam?

i. Give the null hypothesis in scalar form; this is a statement or collection of
statements about the βj values.

ii. Write the null hypothesis in matrix form as H0 : Cβ = γ.

iii. Write the regression equation for the reduced model in scalar form. Don’t
re-number the independent variables or βjs.

(e) We want to test computer average and quiz average simultaneously, allowing for
score on the midterm test.

i. Give the null hypothesis in scalar form; this is a statement or collection of
statements about the βj values.

ii. Write the null hypothesis in matrix form as H0 : Cβ = γ.

iii. Write the regression equation for the reduced model in scalar form. Don’t
re-number the independent variables or βjs.

(f) It is claimed that once you correct for quiz average, neither computer average nor
score on the midterm test is a useful predictor of score on the final exam. Test
this proposition.

i. Give the null hypothesis in scalar form; this is a statement or collection of
statements about the βj values.

ii. Write the null hypothesis in matrix form as H0 : Cβ = γ.

iii. Write the regression equation for the reduced model in scalar form. Don’t
re-number the independent variables or βjs.

(g) Are any of the independent variables related to the dependent variable?

i. Give the null hypothesis in scalar form; this is a statement or collection of
statements about the βj values.

ii. Write the null hypothesis in matrix form as H0 : Cβ = γ.

iii. Write the regression equation for the reduced model in scalar form. Don’t
re-number the independent variables or βjs.

This assignment was prepared by Jerry Brunner, Department of Statistical Sciences, Uni-
versity of Toronto. It is licensed under a Creative Commons Attribution - ShareAlike 3.0
Unported License. Use any part of it as you like and share the result freely. The LATEX source
code is available from the course website: http://www.utstat.toronto.edu/∼brunner/oldclass/302f16
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