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Table 1: Estimated Type I error rates when independent variables and measurement errors are all normal, 

and reliability of W\ and W2 both equal 0.90. 

Correlation between X\ and X2 

N 0.0 0.2 0.4 0.6 0.8 

25% of variance in Fis explained by Xi 

50 0.0476+ 0.0505+ 0.0636 

100 0.0504+ 0.0521+ 0.0834 

250 0.0467+ 0.0533+ 0.1402 

500 0.0468+ 0.0595+ 0.2300 

1,000 0.0505+ 0.0734 0.4094 

50% of variance in Y is explained by X\ 

50 0.0460+ 0.0520+ 0.0963 

100 0.0535+ 0.0569+ 0.1461 

250 0.0483+ 0.0625 0.3068 

500 0.0515+ 0.0780 0.5323 

1,000 0.0481+ 0.1185 0.8273 

75% of variance in Fis explained by X] 

50 0.0485+ 0.0579+ 0.1727 

100 0.0541+ 0.0679 0.3101 

250 0.0479+ 0.0856 0.6450 

500 0.0445+ 0.1323 0.9109 

1,000 0.0522+ 0.2179 0.9959 

+Not significantly different from 0.05, Bonferroni corrected for 7,500 tests. 

www. utstat. toronto . edu/ ~brunner/MeasurementError for the rest. On the Web, 

the full set of results is available in the form of a six-dimensional table with 7,500 cells, and also 
in the form of a plain text file with 7,500 lines, suitable as input data for further analysis. Complete 
source code for our special-purpose Fortran programs is also available for download, along with 
other supporting material. 

Table 1 shows the results when all the variables are normally distributed and the reliabilities 
of both independent variables equal 0.90; that is, only 10% of the variance of the independent 
variables arises from measurement error. In the social and behavioural sciences, a reliability of 

0.90 would be considered impressively high, and one might think there was little to worry about. 
In Table 1, we see that except when the latent independent variables Xi and X2 are uncorrelated, 

applying ordinary least squares regression to the corresponding observable variables W\ and W2 
results in a substantial inflation of the Type I error rate. As one would predict from Expression (3) 
with 0i,2 = 0, the problem becomes more severe as X\ and X2 become more strongly related, 
as Xi and Y become more strongly related, and as the sample size increases. We view the Type 
I error rates in Table 1 as shockingly high, even for fairly moderate sample sizes and modest 

relationships among variables. 
This same pattern of results holds for all four base distributions, and for all twenty-five 

combinations of reliabilities of the independent variables. In addition, the Type I error rates 
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