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ABSTRACT
OBJECTIVE
To identify the optimal dose and modality of exercise 
for treating major depressive disorder, compared 
with psychotherapy, antidepressants, and control 
conditions.
DESIGN
Systematic review and network meta-analysis.
METHODS
Screening, data extraction, coding, and risk of bias 
assessment were performed independently and in 
duplicate. Bayesian arm based, multilevel network 
meta-analyses were performed for the primary 
analyses. Quality of the evidence for each arm was 
graded using the con!dence in network meta-analysis 
(CINeMA) online tool.
DATA SOURCES
Cochrane Library, Medline, Embase, SPORTDiscus, and 
PsycINFO databases.
ELIGIBILITY CRITERIA FOR SELECTING STUDIES
Any randomised trial with exercise arms for 
participants meeting clinical cut-o"s for major 
depression.
RESULTS
21% unique studies with a total of 49( arms and 
14 1)0 participants were included. Compared with 
active controls (eg, usual care, placebo tablet), 
moderate reductions in depression were found 
for walking or jogging (n=1210, κ=(1, Hedges’ g 
−0.,2, 9(% credible interval −0.%0 to −0.4(), yoga 
(n=104), κ=--, g −0.((, −0.)- to −0.-,), strength 
training (n=,4-, κ=22, g −0.49, −0.,9 to −0.29), 
mixed aerobic exercises (n=12%,, κ=(1, g −0.4-, 
−0.,1 to −0.24), and tai chi or qigong (n=-4-, κ=12, 

g.−0.42, −0.,( to −0.21). The e"ects of exercise were 
proportional to the intensity prescribed. Strength 
training and yoga appeared to be the most acceptable 
modalities. Results appeared robust to publication 
bias, but only one study met the Cochrane criteria for 
low risk of bias. As a result, con!dence in accordance 
with CINeMA was low for walking or jogging and very 
low for other treatments.
CONCLUSIONS
Exercise is an e"ective treatment for depression, 
with walking or jogging, yoga, and strength training 
more e"ective than other exercises, particularly 
when intense. Yoga and strength training were well 
tolerated compared with other treatments. Exercise 
appeared equally e"ective for people with and 
without comorbidities and with di"erent baseline 
levels of depression. To mitigate expectancy e"ects, 
future studies could aim to blind participants and 
sta". These forms of exercise could be considered 
alongside psychotherapy and antidepressants as core 
treatments for depression.
SYSTEMATIC REVIEW REGISTRATION
PROSPERO CRD4201%11%040.

Introduction
Major depressive disorder is a leading cause of 
disability worldwide1 and has been found to lower life 
satisfaction more than debt, divorce, and diabetes2 
and to exacerbate comorbidities, including heart 
disease,3 anxiety,4 and cancer.% Although people with 
major depressive disorder often respond well to drug 
treatments and psychotherapy,6 ( many are resistant to 
treatment.) In addition, access to treatment for many 
people with depression is limited, with only %1% 
treatment coverage for high income countries and 20% 
for low and lower-middle income countries.9 More 
evidence based treatments are therefore needed.

Exercise may be an e,ective complement or 
alternative to drugs and psychotherapy.10-14 In addition 
to mental health benefits, exercise also improves a 
range of physical and cognitive outcomes.1%-1( Clinical 
practice guidelines in the US, UK, and Australia 
recommend physical activity as part of treatment for 
depression.1)-21 But these guidelines do not provide 
clear, consistent recommendations about dose or 
exercise modality. British guidelines recommend 
group exercise programmes20  21 and o,er general 
recommendations to increase any form of physical 
activity,21 the American Psychiatric Association 
recommends any dose of aerobic exercise or resistance 
training,20 and Australian and New Zealand guidelines 

WHAT IS ALREADY KNOWN ON THIS TOPIC
Depression is a leading cause of disability, and exercise is o/en recommended 
alongside !rst line treatments such as pharmacotherapy and psychotherapy
Treatment guidelines and previous reviews disagree on how to prescribe exercise 
to best treat depression

WHAT THIS STUDY ADDS
Various exercise modalities are e"ective (walking, jogging, mixed aerobic 
exercise, strength training, yoga, tai chi, qigong) and well tolerated (especially 
strength training and yoga)
E"ects appeared proportional to the intensity of exercise prescribed and were 
stronger for group exercise and interventions with clear prescriptions
Preliminary evidence suggests interactions between types of exercise and 
patients’ personal characteristics
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Today

󱸯. Recap Feb 󱸰󱸳 Formal testing, NP Lemma, size and power, p-values
󱸰. Signi󰎓cance testing, nonparametric tests
󱸱. Diagnostic testing
󱸲. Multiple testing
󱸳. Project Selections and Guidelines, HW 󱸵

Upcoming seminar

Department Seminar Thursday March 󱸴 󱸯󱸯.󱸮󱸮 – 󱸯󱸰.󱸮󱸮
Hydro Building, Room 󱸷󱸮󱸯󱸲 Conformal selection
Archer Yang, McGill University
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Project Guidelines

link

Project Guidelines STA 2212S: Mathematical Statistics II 2025

Presentation on April 1, 2025.
Report submission due April 16, 2025.

Part 1: Presentation [10 points]

On the last day of class (April 1), you will present your final project. This includes:

• Emailing a .pdf version of your team’s slide deck pdf to
nancym.reid@utoronto.ca by 09.00 April 1. You are responsible for
the slides corresponding to your sections of the write-up. Please email one
complete version for each team.

• Presenting the slides in no more than 10 minutes; each team member to present
for no more than 5 minutes.

• Submitting the slides as a PDF with your report to Quercus. Due 11.59am on
April 16 2025.

Part 2: Write-up [30 points]

Your write-up should be: (1): no more than 10 pages, 12 point font, 1.5 vertical
spacing; (2) Contain the four sections below, each partner to complete two sections;
(3) Include a title page with the title and authors of the paper, the first and last names
of the report authors and which section they wrote. (4) Include a list of references.
The title page and references, and any figures, do not count towards the 10 page limit.

The sections to include and the questions to answer in each section are:

1. Introduction and Motivation

(a) What is the problem being addressed?

(b) What previous work exists?

(c) Why is the previous work insufficient to solve the problem?

2. Model and Methods

(a) What statistical models and methods were used?

(b) What are the key assumptions of the authors’ approach?

(c) How did the authors justify their model and methods?

1
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Recap: hypothesis testing MS 󱸵.󱸱, AoS Ch 󱸯󱸮

X󱸯, . . . , Xn ∼ f (x; θ), θ ∈ Θ ⊂ Rp

• Null and alternative hypotheses

• Size and power

• Test statistic T = t(X) testing function

• Rejection region {x : T ≥ cα}

• P-value prH󱸮(T ≥ tobs)
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Recap: Neyman-Pearson lemma MS Thm 󱸵.󱸰; AoS Thm 󱸯󱸮.󱸱󱸮

• for testing simple H󱸮 against simple H󱸯

• test statistic
T =

L(θ󱸯; x)
L(θ󱸮; s)

=
f (x; θ󱸯)
f (x; θ󱸮)

• critical region
{x : t(x) ≥ k}

• Choose k = kα to satisfy
prH󱸮(T ≥ kα) = α

• This test is a most powerful test of H󱸮 against H󱸯 at level α.

Mathematical Statistics II March 󱸲 󱸰󱸮󱸰󱸳 󱸴



A neatly-typed proof (from MS)

Let φ(x) be the test function for the test based on T.
Let ψ(x) be any other function that maps x to [󱸮, 󱸯].
If

EH󱸮{ψ(X)} ≤ EH󱸮{φ(X)} = α

then it must follow that
EH󱸯{ψ(X)} ≤ EH󱸯{φ(X)}

Proof: ∀ x,
ψ(x){f󱸯(x)− kf󱸮(x)} ≤ φ(x){f󱸯(x)− kf󱸮(x)}

Integrate and re-arrange terms to get the result
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A neatly-typed proof (from SM 󱸵.󱸱)

Let R be the rejection region for the test based on T = f󱸯(x)/f󱸮(s)

R = {x : T(x) ≥ kα}

Let R′ be some other rejection region also of size α ≤ α

α =

󰁝

R
f󱸮(x)dx =

󰁝

R′
f󱸮(x)dx

󰁝

R−R′
f󱸮(x)dx =

󰁝

R′−R
f󱸮(x)dx

On LHS f󱸯(x) ≥ kαf󱸮(x). R− R′ ⊂ R
On RHS f󱸯(x) < kαf󱸮(x). R′ − R ⊂ Rc

󰁝

R−R′
f󱸯(x)dx ≥

󰁝

R′−R
f󱸯(x)dx

Add integral over intersection R ∩ R′
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Choosing test statistics

󱸯. Optimal choice – Neyman-Pearson lemma Might be UMP (HW 󱸵)

󱸰. Pragmatic choice – likelihood-based test statistics

󱸱. Pragmatic choice – nonparametric test statistics

(a) Need to know distribution of test statistic under H󱸮
(b) Test statistic should be large when H󱸮 is not true in probability

(c) Test statistic should have maximum power to detect departures from H󱸮
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Choosing test statistics

󱸯. Optimal choice – Neyman-Pearson lemma Might be UMP (HW 󱸵)

󱸰. Pragmatic choice – likelihood-based test statistics
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Choosing test statistics

󱸯. Optimal choice – Neyman-Pearson lemma Might be UMP (HW 󱸵)

󱸰. Pragmatic choice – likelihood-based test statistics

󱸱. Pragmatic choice – nonparametric test statistics
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Example: Sign test SM Ex.󱸵.󱸰󱸴

• X󱸯, . . . , Xn i.i.d. F(·)
• H󱸮 : µ = µ󱸮, µ = F−󱸯(󱸯/󱸰) median of distribution
• H󱸯 : µ > µ󱸮 both H composite

• test statistic

T =
n󰁛

i=󱸯

󱸯{Xi > µ󱸮}

• under H󱸮,
T ∼ Binom(n, 󱸯/󱸰)

• p-value

pobs = prH󱸮(T ≥ tobs) =
n󰁛

r=tobs

󰀕
n
r

󰀖
󱸯
󱸰n

.
= 󱸯− Φ

󰀝
󱸰(tobs − n/󱸰)

n󱸯/󱸰

󰀞
.
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Power of the sign test SM Ex.󱸵.󱸱󱸮

• H󱸮 : µ = µ󱸮 H󱸯 : µ > µ󱸮 µ = F−󱸯(󱸯/󱸰)
• Test statistic T =

󰁓n
i=󱸯 󱸯{Xi > µ󱸮}

• Rejection region R = {T ≥ cα}
• cα ≈ n/󱸰− n󱸯/󱸰zα/󱸰 Normal approx

• Power 󱹫 prH󱸯(reject H󱸮) = prH󱸯(T ≥ cα) Need distribution of T under H󱸯
• to calculate power we need values for µ and for F
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Power of the sign test SM Ex.󱸵.󱸱󱸮

• H󱸮 : µ = µ󱸮 H󱸯 : µ > µ󱸮 µ = F−󱸯(󱸯/󱸰)
• Test statistic T =

󰁓n
i=󱸯 󱸯{Xi > µ󱸮}

• Rejection region R = {T ≥ cα}
• cα ≈ n/󱸰− n󱸯/󱸰zα/󱸰 Normal approx

• Power 󱹫 prH󱸯(reject H󱸮) = prH󱸯(T ≥ cα) Need distribution of T under H󱸯
• to calculate power we need values for µ and for F

• SM assumes F is N(µ,σ󱸰), so δ = n󱸯/󱸰(µ󱸯 − µ󱸮)/σ

prµ󱸯(T ≥ cα) = prµ󱸯(T ≥ n/󱸰− n󱸯/󱸰zα/󱸰)
.
= Φ

󰀝
nΦ(n−󱸯/󱸰δ)− n/󱸰+ n󱸯/󱸰zα
[nΦ(n−󱸯/󱸰δ){󱸯− Φ(n−󱸯/󱸰}]

󰀞

.
= Φ{zα + δ(󱸰/π)󱸯/󱸰}

• test based on X̄ has power Φ(zα + δ)
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... power of sign test
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Permutation test EH 󱸲.󱸲, AoS 󱸯󱸮.󱸳

leukemia data (EH): X󱸯, . . . , X󱸲󱸵 ; Y󱸯, . . . , Y󱸰󱸳 AoS Ex. 󱸯󱸮.󱸰󱸮

oneline

ALL ALL.1 ALL.2 ALL.3 ALL.4 ALL.5 ALL.6 ALL.7

136 0.9186952 1.634002 0.4595867 0.6379664 0.3440379 0.8614784 0.5132176 0.9790902

ALL.8 ALL.9 ALL.10 ALL.11 ALL.12 ALL.13 ALL.14 ALL.15 ALL.16

136 0.2105782 0.8016072 0.6006949 0.3614374 1.04632 0.9697635 0.4873159 0.4976364 1.101717

ALL.17 ALL.18 ALL.19 AML AML.1 AML.2 AML.3 AML.4 AML.5

136 0.8563937 0.661415 0.817711 0.7671718 0.9793741 1.425479 1.074389 0.9839282 0.9859271

AML.6 AML.7 AML.8 AML.9 AML.10 AML.11 AML.12 AML.13 ALL.20

136 0.3247027 0.7110302 1.09625 0.9675151 0.975123 0.7775957 0.9472205 1.261352 0.5679544

ALL.21 ALL.22 ALL.23 ALL.24 ALL.25 ALL.26 ALL.27 ALL.28

136 0.8462901 0.8838616 0.7239931 0.7327029 0.7823618 0.5435396 0.832537 0.5527333

ALL.29 ALL.30 ALL.31 ALL.32 ALL.33 ALL.34 ALL.35 ALL.36

136 0.7327029 0.5510955 0.8214005 0.6418498 0.720798 0.5830999 0.7657568 0.5262976

ALL.37 ALL.38 ALL.39 ALL.40 ALL.41 ALL.42 ALL.43 ALL.44

136 1.466999 0.5445589 0.5725049 1.362768 0.8533535 0.8132982 0.8538596 0.5689876

ALL.45 ALL.46 AML.14 AML.15 AML.16 AML.17 AML.18 AML.19 AML.20

136 0.6930355 1.067526 0.9677959 0.9338141 1.138926 1.161753 0.6242354 0.6590103 1.215186

AML.21 AML.22 AML.23 AML.24

136 0.9340861 1.310376 0.771426 0.7556606

H󱸮 : FX = FY H󱸯 T = T(X,Y) =
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Hypothesis tests and signi󰎓cance tests

• Hypothesis tests typically means:
• H󱸮, H󱸯
• critical/rejection region R ⊂ X ,
• level α, power 󱸯− β

• conclusion: “reject H󱸮 at level α” or “do not reject H󱸮 at level α”
• planning: maximize power for some relevant alternative minimize type II error

Mathematical Statistics II March 󱸲 󱸰󱸮󱸰󱸳 󱸯󱸵



Hypothesis tests and signi󰎓cance tests

• Hypothesis tests typically means:
• H󱸮, H󱸯
• critical/rejection region R ⊂ X ,
• level α, power 󱸯− β

• conclusion: “reject H󱸮 at level α” or “do not reject H󱸮 at level α”
• planning: maximize power for some relevant alternative minimize type II error

• Signi󰎓cance tests typically means:
• H󱸮,
• test statistic T
• observed value tobs,
• p-value pobs = Pr(T ≥ tobs;H󱸮)
• alternative hypothesis o󰎗en only implicit large T points to alternative
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Diagnostic testing Wikipedia

󱸯. Hypothesis testing AoS Table 󱸯󱸮.󱸯

H󱸮 not rejected H󱸮 rejected
H󱸮 true type 󱸯 error

truth
H󱸯 true type 󱸰 error

󱸰. Diagnostic testing link

test negative test positive
C󱸯󱸷 neg TN FP N

truth
C󱸯󱸷 pos FN TP P
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Diagnostic testing and ROC

True positive rate =

sensitivity =
TP/P

False positive rate =

󱸯− speci󰎓city =
󱸯− TN/N
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Covid testing Cochrane Library, PLoS One

Rapid 󰎐ow test, care home link

test negative test positive
C󱸯󱸷 neg 󱸯󱸯󱸲,󱸷󱸷󱸱 󱸯󱸮󱸯 󱸯󱸯󱸳,󱸮󱸷󱸲

truth
C󱸯󱸷 pos 󱸱󱸵󱸯 󱸯󱸰󱸶 󱸲󱸷󱸷

Sensitivity 󱹫 TP/P 󱹫 󱸯󱸰󱸶/󱸲󱸷󱸷 󱹫 󱸮.󱸰󱸳󱸵
Speci󰎓city 󱹫 TN/N 󱹫 󱸯󱸯󱸲,󱸷󱸷󱸱/󱸯󱸯󱸳󱸮󱸷󱸲 󱹫󱸮.󱸷󱸷󱸷

Cochrane review meta-analysis

“consistently high speci󰎓cities”

“sensitivity varied widely: average sensitivities by brand ranged from 󱸱󱸲.󱸱󱹻 to 󱸷󱸯.󱸱󱹻 ”
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Multiple testing AoS Table 󱸯󱸮.󱸰

󱸯. Hypothesis testing AoS Table 󱸯󱸮.󱸯

H󱸮 not rejected H󱸮 rejected
H󱸮 true type 󱸯 error

truth
H󱸯 true type 󱸰 error

󱸱. Multiple testing AoS Table 󱸯󱸮.󱸰

H󱸮 not rejected H󱸮 rejected
H󱸮 true U V m󱸮

truth
H󱸯 true T S m󱸯

m− R R m

FDP, FDR
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Multiple testing EH 󱸯󱸳.󱸰, AoS 󱸯󱸮.󱸵

leukemia_big <- read.csv

("http://web.stanford.edu/~hastie/CASI_files/DATA/leukemia_big.csv")

dim(leukemia_big)

[1] 7128 72

• each row is a di󰎎erent gene; 󱸲󱸵 AML responses and 󱸰󱸳 ALL responses
• we could compute 󱸵󱸯󱸰󱸶 t-statistics for the mean di󰎎erence between AML and ALL

tvals <- rep(0,7128)

for (i in 1:7128){

leukemia_big[i,] %>% select(starts_with("ALL")) %>% as.numeric() -> x

leukemia_big[i,] %>% select(starts_with("AML")) %>% as.numeric() -> y

tvals[i] <- t.test(x,y,var.equal=T)$statistic

}
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Multiple testing EH 󱸯.󱸰, 󱸯󱸳.󱸰

summary(tvals)

Min. 1st Qu. Median Mean 3rd Qu. Max.

-13.52611 -1.20672 -0.08406 0.02308 1.20886 12.26065
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Multiple testing EH 󱸯󱸳.󱸰, AoS 󱸯󱸮.󱸵

• H󱸮i versus H󱸯i, i = 󱸯, . . . ,m
• p-values p󱸯, . . . ,pm
• Bonferroni method: reject H󱸮i if pi < α/m FWER

• pr(any H󱸮 falsely rejected ) ≤ α very conservative
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Multiple testing EH 󱸯󱸳.󱸰, AoS 󱸯󱸮.󱸵

• H󱸮i versus H󱸯i, i = 󱸯, . . . ,m
• p-values p󱸯, . . . ,pm
• Bonferroni method: reject H󱸮i if pi < α/m FWER

• pr(any H󱸮 falsely rejected ) ≤ α very conservative

• FDR method controls the number of rejections that are false FDP 󱹫 V/R

H󱸮 not rejected H󱸮 rejected
H󱸮 true U V m󱸮

truth
H󱸯 true T S m󱸯

m− R R m

FDR = E(FDP)
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Benjamini-Hochberg AoS 󱸯󱸮.󱸵; EH 󱸯󱸳.󱸰

• order the p-values p(󱸯), . . . ,p(m)

• 󰎓nd imax, the largest index for which

p(i) ≤
i
mq

• Let BHq be the rule that rejects H󱸮i for i ≤ imax, not rejecting otherwise
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Benjamini-Hochberg AoS 󱸯󱸮.󱸵; EH 󱸯󱸳.󱸰

• order the p-values p(󱸯), . . . ,p(m)

• 󰎓nd imax, the largest index for which

p(i) ≤
i
mq

• Let BHq be the rule that rejects H󱸮i for i ≤ imax, not rejecting otherwise

• Theorem: If the p-values corresponding to valid null hypotheses are independent
of each other, then

FDR(BHq) = π󱸮q ≤ q, where π󱸮 = m󱸮/m

π󱸮 unknown but close to 󱸯
• change the bound under dependence

p(i) ≤
i

mCm
q Cm =

m󰁛

i=󱸯

󱸯
i
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Example AoS Ex.󱸯󱸮.󱸰󱸶

index 1 2 3 4 5 6 7 8 9 10

pval 0.00017 0.00448 0.00671 0.00907 0.01220 0.33626 0.3934 0.5388 0.5813 0.9862

cut1 0.00500 0.01000 0.01500 0.02000 0.02500 0.03000 0.0350 0.0400 0.0450 0.0500

cut2 0.00171 0.00341 0.00512 0.00683 0.00854 0.01024 0.0119 0.0137 0.0154 0.0171
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Multiple testing EH 󱸯.󱸰, 󱸯󱸳.󱸰

> summary(ttest)

Min. 1st Qu. Median Mean 3rd Qu. Max.

-13.52611 -1.20672 -0.08406 0.02308 1.20886 12.26065
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Multiple testing
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Benjamini-Hochberg proof Efron; FZ 󱸰󱸮󱸮󱸴

Theorem: If the p-values corresponding to valid null hypotheses are independent of
each other, then

FDR(BHq) = π󱸮q ≤ q, where π󱸮 = m󱸮/m
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Multinomial goodness of 󰎓t tests MS 󱸷.󱸰; AoS 󱸯󱸮.󱸶

• X󱸯, . . . , Xn i.i.d.
• H󱸮 : Xi ∼ f (x; θ); H󱸯 : Xi arbitrary distribution
• De󰎓ne k sets A󱸯, . . . ,Ak s.t.

pr(Xi ∈ ∪kj=󱸯Aj} = 󱸯
• De󰎓ne

Yj =
n󰁛

i=󱸯

󱸯{Xi ∈ Aj}

number of obs in category j
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Multinomial goodness of 󰎓t tests MS 󱸷.󱸰; AoS 󱸯󱸮.󱸶

• X󱸯, . . . , Xn i.i.d.
• H󱸮 : Xi ∼ f (x; θ); H󱸯 : Xi arbitrary distribution
• De󰎓ne k sets A󱸯, . . . ,Ak s.t.

pr(Xi ∈ ∪kj=󱸯Aj} = 󱸯
• De󰎓ne

Yj =
n󰁛

i=󱸯

󱸯{Xi ∈ Aj}

number of obs in category j

• Y = (Y󱸯, . . . , Yk) ∼ Multk(n;p)

• pr(Y󱸯 = y󱸯, . . . , Yk = yk;p) =

• H󱸮 : p = p(θ); H󱸯 : p arbitrary
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Multinomial goodness of 󰎓t tests MS 󱸷.󱸰, AoS 󱸯󱸮.󱸶

• log-likelihood function

• generalized likelihood ratio test
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Multinomial goodness of 󰎓t tests MS 󱸷.󱸰, AoS 󱸯󱸮.󱸶

• log-likelihood function

• generalized likelihood ratio test

• Theorem 󱸷.󱸯 (MS): Under H󱸮 p = dim(θ)

W = 󱸰
k󰁛

j=󱸯

Yj log
󰀣

Yj
npj(θ̃)

󰀤
d→ χ󱸰k−󱸯−p
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Multinomial goodness of 󰎓t tests MS 󱸷.󱸰, AoS 󱸯󱸮.󱸶

• log-likelihood function

• generalized likelihood ratio test

• Theorem 󱸷.󱸯 (MS): Under H󱸮 p = dim(θ)

W = 󱸰
k󰁛

j=󱸯

Yj log
󰀣

Yj
npj(θ̃)

󰀤
d→ χ󱸰k−󱸯−p

• Theorem 󱸷󱸰. (MS): Under H󱸮

Q =
k󰁛

j=󱸯

{Yj − npj(θ̂)}󱸰

npj(θ̂)
d→ χ󱸰k−󱸯−p
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Multinomial goodness-of-󰎓t tests AoS 󱸯󱸮.󱸶; MS 󱸷.󱸰

p󱸮(λ) = 󱸯−
󱸲󰁛

j=󱸮

pj(λ); pj(λ) = e−λλj/j!, λ̃ = 󱸯.󱸱󱸯󱸯󱸶

Q = 󱸯󱸯.󱸮󱸷; W = 󱸯󱸮.󱸶󱸵; pr(χ󱸰󱸲 > [󱸯󱸯.󱸮󱸷, 󱸯󱸮.󱸶󱸵]) = [󱸮.󱸮󱸰󱸴,󱸮.󱸮󱸰󱸶]
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Multinomial goodness-of-󰎓t tests SM Ex 󱸲.󱸱󱸶

Q = 󱸯󱸳.󱸵󱸱;W = 󱸯󱸵.󱸴󱸴 (two-locus)
p < 󱸯󱸮−󱸳

Q = 󱸰.󱸶󱸰;W = 󱸱.󱸯󱸵 (single locus)
p = 󱸮.󱸮󱸷;󱸮.󱸮󱸵
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Smooth goodness-of-󰎓t tests MS 󱸷, SM p.󱸱󱸰󱸵-󱸷

library(SMPracticals)

data(darwin)

cross <- seq(1,30,by=2)

self <- cross+1

diffs <- darwin[self,4]-darwin[cross,4]

qqnorm(diffs)
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Smooth goodness-of-󰎓t tests MS 󱸷.󱸱, SM p.󱸱󱸰󱸵-󱸷

SM Example 󱸵.󱸰󱸲 testing N(µ,σ󱸰) distribution
Mathematical Statistics II March 󱸲 󱸰󱸮󱸰󱸳 󱸱󱸳



Smooth goodness-of-󰎓t tests MS 󱸷.󱸱, SM p.󱸱󱸰󱸵-󱸷

• X󱸯, . . . , Xn i.i.d. F(·); H󱸮 : F = F󱸮 cumulative d.f.

• 󰁥Fn(t) = 󱸯
n
󰁓n

i=󱸯 󱸯{Xi ≤ t}

• three test statistics:
󱸯. supt | 󰁥Fn(t)− F󱸮(t)|

󱸰.
󰁕
{ 󰁥Fn(t)− F󱸮(t)}󱸰dF󱸮(t)

󱸱.
󰁝

{ 󰁥Fn(t)− F󱸮(t)}󱸰

F󱸮(t){󱸯− F󱸮(t)}
dF󱸮(t)

• SM Example 󱸵.󱸰󱸲 testing N(µ,σ󱸰) distribution
• SM Example 󱸵.󱸰󱸱; 󱸴.󱸯󱸲 testing U(󱸮, 󱸯) distribution
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Smooth goodness-of-󰎓t tests MS 󱸷.󱸱

• Special case H󱸮 : F(t) = F󱸮(t) = t Xi ∼ U(󱸮, 󱸯)
• Recall

E󱸮{ 󰁥Fn(t)} = F󱸮(t) = t, var{ 󰁥Fn(t)} = t(󱸯− t)/n
• What about distribution of

supt | 󰁥Fn(t)− t|
󰁕
{ 󰁥Fn(t)− t}󱸰dt

󰁝 { 󰁥Fn(t)− t}󱸰
F󱸮(t){󱸯− t}dt

• need joint density of 󰁥Fn(t) ∀ t
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Smooth goodness-of-󰎓t tests MS 󱸷.󱸱

• Special case H󱸮 : F(t) = F󱸮(t) = t Xi ∼ U(󱸮, 󱸯)
• Recall

E󱸮{ 󰁥Fn(t)} = F󱸮(t) = t, var{ 󰁥Fn(t)} = t(󱸯− t)/n
• What about distribution of

supt | 󰁥Fn(t)− t|
󰁕
{ 󰁥Fn(t)− t}󱸰dt

󰁝 { 󰁥Fn(t)− t}󱸰
F󱸮(t){󱸯− t}dt

• need joint density of 󰁥Fn(t) ∀ t

• de󰎓ne stochastic process Bn(t) =
√
n( 󰁥Fn(t)− t)

• vector (Bn(t󱸯), . . . ,Bn(tk))
d→ Nk(󱸮, C), Cij = min(ti, tj)− titj MS 󱸷.󱸱

• a Brownian bridge is a continuous function on (󱸮, 󱸯)
with all 󰎓nite-dimensional distributions as above
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Smooth goodness-of-󰎓t tests MS 󱸷.󱸱

• Kolmogorov-Smirnov test
Kn = sup

󱸮≤t≤󱸯
|Bn(t)|

• Cramer-vonMises test
W󱸰
n =

󰁝 󱸯

󱸮
B󱸰n(t)dt

• Anderson-Darling test

A󱸰n =
󰁝 󱸯

󱸮

B󱸰n(t)
t(󱸯− t)dt
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Smooth goodness-of-󰎓t tests MS 󱸷.󱸱

• Kolmogorov-Smirnov test
Kn = sup

󱸮≤t≤󱸯
|Bn(t)|

• Cramer-vonMises test
W󱸰
n =

󰁝 󱸯

󱸮
B󱸰n(t)dt

• Anderson-Darling test

A󱸰n =
󰁝 󱸯

󱸮

B󱸰n(t)
t(󱸯− t)dt

• limit theorems

Kn
d→ K, W󱸰

n
d→

∞󰁛

j=󱸯

Z󱸰j
j󱸰π󱸰 , A󱸰n

d→
∞󰁛

j=󱸯

Z󱸰j
j(j+ 󱸯)

pr(K > x) = 󱸰
󰁓∞

j=󱸯(−󱸯)j+󱸯 exp(−󱸰j󱸰x󱸰)
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Smooth goodness-of-󰎓t tests MS 󱸷.󱸱
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