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A Digital Health Behavior Intervention to Prevent Childhood Obesity
The Greenlight Plus Randomized Clinical Trial
William J. Heerman, MD, MPH; Russell L. Rothman, MD, MPP; Lee M. Sanders, MD, MPH;
Jonathan S. Schildcrout, PhD; Kori B. Flower, MD, MS, MPH; Alan M. Delamater, PhD;
Melissa C. Kay, PhD, MPH, MS, RD, CLC; Charles T. Wood, MD, MPH; Rachel S. Gross, MD, MS; Aihua Bian, MPH;
Laura E. Adams, RD, MBA; Evan C. Sommer, BS, BA; H. Shonna Yin, MD, MSc; Eliana M. Perrin, MD, MPH;
and the Greenlight Investigators

IMPORTANCE Infant growth predicts long-term obesity and cardiovascular disease. Previous
interventions designed to prevent obesity in the first 2 years of life have been largely
unsuccessful. Obesity prevalence is high among traditional racial and ethnic minority groups.

OBJECTIVE To compare the effectiveness of adding a digital childhood obesity prevention
intervention to health behavior counseling delivered by pediatric primary care clinicians.

DESIGN, SETTING, AND PARTICIPANTS Individually randomized, parallel-group trial conducted
at 6 US medical centers and enrolling patients shortly after birth. To be eligible, parents spoke
English or Spanish, and children were born after 34 weeks’ gestational age. Study enrollment
occurred between October 2019 and January 2022, with follow-up through January 2024.

INTERVENTIONS In the clinic-based health behavior counseling (clinic-only) group, pediatric
clinicians used health literacy–informed booklets at well-child visits to promote healthy
behaviors (n = 451). In the clinic + digital intervention group, families also received health
literacy–informed, individually tailored, responsive text messages to support health behavior
goals and a web-based dashboard (n = 449).

MAIN OUTCOMES AND MEASURES The primary outcome was child weight-for-length trajectory
over 24 months. Secondary outcomes included weight-for-length z score, body mass index
(BMI) z score, and the percentage of children with overweight or obesity.

RESULTS Of 900 randomized children, 86.3% had primary outcome data at the 24-month
follow-up time point; 143 (15.9%) were Black, non-Hispanic; 405 (45.0%) were Hispanic; 185
(20.6%) were White, non-Hispanic; and 165 (18.3%) identified as other or multiple races and
ethnicities. Children in the clinic + digital intervention group had a lower mean
weight-for-length trajectory, with an estimated reduction of 0.33 kg/m (95% CI, 0.09 to
0.57) at 24 months. There was also an adjusted mean difference of !0.19 (95% CI, !0.37 to
!0.02) for weight-for-length z score and !0.19 (95% CI, !0.36 to !0.01) for BMI z score. At
age 24 months, 23.2% of the clinic + digital intervention group compared with 24.5% of the
clinic-only group had overweight or obesity (adjusted risk ratio, 0.91 [95% CI, 0.70 to 1.17])
based on the Centers for Disease Control and Prevention criteria of BMI 85th percentile or
greater. At that age, 7.4% of the clinic + digital intervention group compared with 12.7% of
the clinic-only group had obesity (adjusted risk ratio, 0.56 [95% CI, 0.36 to 0.88]).

CONCLUSIONS AND RELEVANCE A health literacy–informed digital intervention improved child
weight-for-length trajectory across the first 24 months of life and reduced childhood obesity
at 24 months. The intervention was effective in a racially and ethnically diverse population
that included groups at elevated risk for childhood obesity.

TRIAL REGISTRATION ClinicalTrials.gov Identifier: NCT04042467

JAMA. doi:10.1001/jama.2024.22362
Published online November 3, 2024.

Visual Abstract

Multimedia

Supplemental content

Author Affiliations: Author
affiliations are listed at the end of this
article.

Group Information: The Greenlight
Investigators are listed at the end of
this article.

Corresponding Author: William J.
Heerman, MD, MPH, Vanderbilt
University Medical Center, 2146
Belcourt Ave, 2nd Floor, Nashville, TN
37212 (Bill.Heerman@vumc.org).

Research

JAMA | Original Investigation

(Reprinted) E1

© 2024 American Medical Association. All rights reserved.

Downloaded from jamanetwork.com by University of Toronto Libraries user on 11/05/2024



Today

󱸯. Recap Mar 󱸯󱸶 intro to causality
󱸰. HW 󱸯󱸮 due April 󱸰
󱸱. Course evaluation window open topics? review?

󱸲. Theory and methods for missing data
󱸳. Project schedule randomized
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Project Schedule April 󱸯

link Start at 󱸯󱸮.󱸮󱸮

Project Schedule April 1 2025 STA 2212S

Time Team Members Title

10.00 Hojung Kim & Markus Kangur Asymptotics for Lasso type estimators.

10.10 Jingxin Wang & Connie Ens Testing generalized linear models with

high-dimensional nuisance parameters.

10.20 Phyllis Sun & Yufei Liu Longitudinal data analysis using generalized linear models.

10.30 Abigail McGrory & Aoqi Xie Models for exceedances over high thresholds.

10.40 Lillian Dong & Nevena Ciganovic Regression models and life tables.

10.50 Joanna Lo & Adele Lauzon Quantile regression for survival data.

11.00 Zifan Feng & Shiheng Huang Quantile regression for longitudinal data.

11.10 Wenqi Shan & Yunqing Xu A weakly informative default prior distribution for logistic

and other regression models.

11.20 Break

11.30 Alex Faassen & Thanh Huy Dang Detecting and diagnosing prior and likelihood

sensitivity with power-scaling.

11.40 Vishu Wadhawan & Isaac Baguisa Prior sample size extensions for assessing

prior impact and prior-likelihood discordance.

11.50 Jack McKay & Justin Zhang Universal inference.

12.00 Ethan Sansom & Bushra Haque Power analysis for experiments with clustered data.

12.10 Yuanyi Guo & Yanyan Hao Machine learning and the James-Stein estimator.

12.20 Junjie Ma & Max Chen Rethinking mean squared error.

12.30 Jinxuan He & Yun Ni Cross-validation: what does it estimate

and how well does it do it?

12.40 Yuhan Pan & Jiaxin Li Methods for correcting inference based on outcomes

predicted by machine learning.

1
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Recap causality

• correlation or association is di󰎎erent than causality
• randomized assignment of treatment to units increases the strength of a causal
claim

• observational studies can support a causal claim under some assumptions
not testable

• consistency
• no unmeasured confounding
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... Recap causality

• Potential outcomes Y(a),a = 󱸮 and 󱸯 or continuous
• Observed outcomes Y | A = a;a = 󱸮 or 󱸯
• Causal treatment e󰎎ect E{Y(󱸯)− Y(󱸮)} ATE, ACE
• Estimable e󰎎ect E(Y | A = 󱸯)− E(Y | A = 󱸮)
• blue 󱹫 red if (Y(󱸮), Y(󱸯)) ⊥ A tmt assignment independent of potential outcomes

• in observational studies we rely on adjusting for potential confounders X
• Causal treatment e󰎎ect EXE{Y(󱸯)− Y(󱸮) | X}
• Estimable e󰎎ect

󰁕
E(Y | A = 󱸯, X = x)fX(x)dx − E(Y | A = 󱸮, X = x)fX(x)dx

• Estimate
󱸯
n
󰁛

r̂(󱸯, Xi)−
󱸯
n
󰁛

r̂(󱸮, Xi)
some 󰎓tted model

󱸯
n
󰁛

Ê(Y | A = 󱸯, Xi)−
󱸯
n
󰁛

Ê(Y | A = 󱸮, Xi)
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... Recap causality

• Estimate
󱸯
n

n󰁛

i=󱸯

r̂(󱸯, Xi)−
󱸯
n

n󰁛

i=󱸯

r̂(󱸮, Xi)

some 󰎓tted model

󱸯
n
󰁛

Ê(Y | A = 󱸯, Xi)−
󱸯
n
󰁛

Ê(Y | A = 󱸮, Xi)

• A di󰎎erent estimate

󱸯
n

n󰁛

i=󱸯

AiYi
󰁥pr(A = 󱸯 | Xi)

− 󱸯
n

n󰁛

i=󱸯

(󱸯− Ai)Yi
󰁥pr(A = 󱸮 | Xi)

−

• combine these to get a so-called “doubly robust estimator”
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Missing data SM 󱸳.󱸳
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Models with missing data SM 󱸳.󱸳

• context: independent observations (yi, xi), i = 󱸯, . . . ,n xi could be a vector
• model f (y | x; θ) or sometimes f (y, x; θ) linear regression; glm; etc
• some observations on y may be missing
• e.g. clinical trial, xi covariate(s) measured at baseline,
yi response a󰎗er treatment, or a󰎗er some time has elapsed

• observation on subject i becomes (yi, xi,Ri), Ri = 󱸯 for complete observation
Ri = 󱸮 for incomplete observation
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Models with missing data SM 󱸳.󱸳

• context: independent observations (yi, xi), i = 󱸯, . . . ,n xi could be a vector
• model f (y | x; θ) or sometimes f (y, x; θ) linear regression; glm; etc
• some observations on y may be missing
• e.g. clinical trial, xi covariate(s) measured at baseline,
yi response a󰎗er treatment, or a󰎗er some time has elapsed

• observation on subject i becomes (yi, xi,Ri), Ri = 󱸯 for complete observation
Ri = 󱸮 for incomplete observation

• contribution to likelihood function from complete observation

f (yi, xi,Ri; θ) = pr(Ri = 󱸯 | xi, yi)f (yi | xi; θ)f (xi; θ)

• contribution to likelihood function from incomplete observation no θ

f (xi,Ri; θ) =
󰁝

pr(Ri = 󱸮 | xi, yi)f (yi | xi; θ)f (xi; θ)dyi

in usual regression settings, f (xi)
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Types of missing data SM 󱸳.󱸳

• contribution to likelihood function from incomplete observation Ri = 󱸮

f (xi,Ri; θ) =
󰁝

pr(Ri = 󱸮 | xi, yi)f (yi | xi; θ)f (xi; θ)dyi

• missing completely at random: pr(Ri = 󱸮 | xi, yi) = pr(Ri = 󱸮) MCAR

• missing at random: pr(Ri = 󱸮 | xi, yi) = pr(Ri = 󱸮 | xi) MAR

• non-ignorable non-response pr(Ri = 󱸮 | xi, yi) no simpli󰎓cation
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Types of missing data SM 󱸳.󱸳

• contribution to likelihood function from incomplete observation Ri = 󱸮

f (xi,Ri; θ) =
󰁝

pr(Ri = 󱸮 | xi, yi)f (yi | xi; θ)f (xi; θ)dyi

• missing completely at random: pr(Ri = 󱸮 | xi, yi) = pr(Ri = 󱸮) MCAR

• missing at random: pr(Ri = 󱸮 | xi, yi) = pr(Ri = 󱸮 | xi) MAR

• non-ignorable non-response pr(Ri = 󱸮 | xi, yi) no simpli󰎓cation

• likelihood function for sample (yi, xi,Ri), i = 󱸯, . . . ,n

L(θ;R, x, y) =
󰁜

i∈M

󰁝
pr(Ri = 󱸮 | xi, yi)f (yi | xi; θ)f (xi; θ)dyi ×

󰁜

i/∈M

pr(Ri = 󱸯 | xi, yi)f (yi | xi; θ)f (xi; θ)
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Likelihood function SM 󱸳.󱸳

• likelihood function for sample (yi, xi,Ri), i = 󱸯, . . . ,n

L(θ;R, x, y) =
󰁜

i∈M

󰁝
pr(Ri = 󱸮 | xi, yi)f (yi | xi; θ)f (xi; θ)dyi ×

󰁜

i/∈M

pr(Ri = 󱸯 | xi, yi)f (yi | xi; θ)f (xi; θ)

• under MAR or MCAR ,

L(θ;R, x, y) ∝
n󰁜

i=󱸯

f (yi | xi; θ)f (xi; θ)

• and very o󰎗en f (xi) free of θ, so L(θ) ∝
󰁔n

i=󱸯 f (yi | xi; θ) as usual
• expected information I(θ) = Eθ{−ℓ′′(θ)} will depend on pr(Ri = 󱸯)
• use observed information J(θ̂) = −ℓ′′(θ̂) for estimating standard error of MLE
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Example SM Example 󱸳.󱸯

Annual maximum sea-level in Venice, 󱸯󱸷󱸱󱸯 – 󱸯󱸷󱸶󱸯
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Linear model and simulations SM 󱸳.󱸳

simulate 󱸯󱸮󱸮󱸮 samples from linear model with β󱸮 = 󱸯󱸰󱸮, β󱸯 = 󱸮.󱸳, σ = 󱸰󱸮

generate missing data indicators as

pr(R = 󱸯 | x, y) =

󰀻
󰁁󰀿

󰁁󰀽

󱸮.󱸳,
Φ{󱸮.󱸮󱸳(x − x̄)},
Φ[󱸮.󱸮󱸳(x − x̄) + {y − β󱸮 − β󱸯(x − x̄)}/σ]
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...Simulations SM 󱸳.󱸱

pr(R = 󱸯 | x, y) =

󰀻
󰁁󰀿

󰁁󰀽

󱸮.󱸳,
Φ{󱸮.󱸮󱸳(x − x̄)},
Φ[󱸮.󱸮󱸳(x − x̄) + {y − β󱸮 − β󱸯(x − x̄)}/σ]

Mathematical Statistics II March 󱸰󱸳 󱸰󱸮󱸰󱸳 󱸯󱸱



Example: Publication bias SM 󱸳.󱸳
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A model for selection bias SM 󱸳.󱸳

• study with n individuals leads to estimate µ̂
.∼ N(µ,σ󱸰/n)

• study is published (R = 󱸯), if Z > 󱸮 some measure of randomness in publication
• Suppose µ̂ and Z are related according to the model cor(U󱸯,U󱸰) = ρ

µ̂ = µ+ σn−󱸯/󱸰U󱸯, Z = γ󱸮 + γ󱸯n󱸯/󱸰U󱸰
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A model for selection bias SM 󱸳.󱸳

• study with n individuals leads to estimate µ̂
.∼ N(µ,σ󱸰/n)

• study is published (R = 󱸯), if Z > 󱸮 some measure of randomness in publication
• Suppose µ̂ and Z are related according to the model cor(U󱸯,U󱸰) = ρ

µ̂ = µ+ σn−󱸯/󱸰U󱸯, Z = γ󱸮 + γ󱸯n󱸯/󱸰U󱸰

• pr(R = 󱸯) = pr(Z > 󱸮) = Φ(γ󱸮 + γ󱸯n󱸯/󱸰)

• pr(R = 󱸯 | µ̂) = pr(Z > 󱸮 | µ̂) = Φ

󰀝
γ󱸮 + γ󱸯n󱸯/󱸰 + ρn󱸯/󱸰(µ̂− µ)/σ)

(󱸯− ρ󱸰)󱸯/󱸰

󰀞

• non-ignorable non-response unless ρ = 󱸮
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A model for selection bias SM 󱸳.󱸳

• study with n individuals leads to estimate µ̂
.∼ N(µ,σ󱸰/n)

• study is published (R = 󱸯), if Z > 󱸮 some measure of randomness in publication
• Suppose µ̂ and Z are related according to the model cor(U󱸯,U󱸰) = ρ

µ̂ = µ+ σn−󱸯/󱸰U󱸯, Z = γ󱸮 + γ󱸯n󱸯/󱸰U󱸰

• pr(R = 󱸯) = pr(Z > 󱸮) = Φ(γ󱸮 + γ󱸯n󱸯/󱸰)

• pr(R = 󱸯 | µ̂) = pr(Z > 󱸮 | µ̂) = Φ

󰀝
γ󱸮 + γ󱸯n󱸯/󱸰 + ρn󱸯/󱸰(µ̂− µ)/σ)

(󱸯− ρ󱸰)󱸯/󱸰

󰀞

• non-ignorable non-response unless ρ = 󱸮

• estimate of µ is biased: small γ󱸯

E(µ̂ | R = 󱸯) = µ+ ρσn−󱸯/󱸰ζ(γ󱸮 + γ󱸯n󱸯/󱸰)
.
= µ+ ρσγ󱸯ζ

′(γ󱸮) + ρσζ(γ󱸮)n−󱸯/󱸰Mathematical Statistics II March 󱸰󱸳 󱸰󱸮󱸰󱸳 󱸯󱸳



Publication bias and meta-analysis SM 󱸳.󱸳

• estimate of µ is biased: small γ󱸯

E(µ̂ | R = 󱸯) = µ+ ρσn−󱸯/󱸰ζ(γ󱸮 + γ󱸯n󱸯/󱸰)
.
= µ+ ρσγ󱸯ζ

′(γ󱸮) + ρσζ(γ󱸮)n−󱸯/󱸰

• Suppose now we have k published studies of the same treatment µ̂󱸯, . . . , µ̂k,
• assume µ̂j

.∼ N(µ,σ󱸰/nj) same mean, variance depends on study size
•

f (µ̂j | Rj = 󱸯;µ,σ󱸰, ρ) =
f (µ̂j;µ,σ󱸰)pr(Rj = 󱸯 | µ̂j)

pr(Rj = 󱸯)
• log-likelihood function

ℓ(θ; µ̂) = −
k󰁛

j=󱸯

󰀝
󱸯
󱸰 log σ

󱸰 +
nj
󱸰σ󱸰 (µ̂− µ)󱸰 + logΦ(aj)− logΦ(bj)

󰀞

aj = γ󱸮 + γ󱸯n󱸯/󱸰j , bj = {aj + ρn󱸯/󱸰j (µ̂j − µ)/σ}(󱸯− ρ󱸰)−󱸯/󱸰
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Publication bias and meta-analysis SM 󱸳.󱸳

• log-likelihood function

ℓ(θ; µ̂) = −
k󰁛

j=󱸯

󰀝
󱸯
󱸰 log σ

󱸰 +
nj
󱸰σ󱸰 (µ̂− µ)󱸰 + logΦ(aj)− logΦ(bj)

󰀞

• if we set ρ = 󱸮, µ̂ =

󰁓
njµ̂j󰁓
nj

.∼ N
󰀕
󱸮, σ󱸰

Σnj

󰀖
no publication bias

exp(µ̂) = 󱸯.󱸳󱸯,
󱸷󱸳% CI (󱸯.󱸰󱸰, 󱸯.󱸶󱸴)
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Funnel plot SM 󱸳.󱸳

• smaller studies have wider
con󰎓dence intervals

• seem to be missing small,
negative, studies

• simple weighted average is
positive (dashed line)

• estimate of average
conditonal on publication
favours smaller studies
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... Dependence on missingness parameters γ󱸮 and γ󱸯 SM 󱸳.󱸳

back-of the envelope calculation suggests ρ̂ = 󱸮.󱸳 and µ̂ = 󱸮.󱸰󱸵± 󱸮.󱸯󱸰

exp(µ̂) = 󱸯.󱸱󱸯, 󱸷󱸳% CI (󱸯.󱸮󱸱, 󱸯.󱸴󱸴)

Large RCT (ISIS-󱸲) found no bene󰎓t preview
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More on funnel plots Sterne et al. 󱸰󱸮󱸯󱸯

Recommendations for examining and interpreting
funnel plot asymmetry inmeta-analyses of randomised
controlled trials
Funnel plots, and tests for funnel plot asymmetry, have been widely used to examine bias in the
results of meta-analyses. Funnel plot asymmetry should not be equated with publication bias,
because it has a number of other possible causes. This article describes how to interpret funnel
plot asymmetry, recommends appropriate tests, and explains the implications for choice of
meta-analysis model

Jonathan A C Sterne professor1, Alex J Sutton professor2, John P A Ioannidis professor and director3,
Norma Terrin associate professor 4, David R Jones professor 2, Joseph Lau professor 4, James
Carpenter reader 5, Gerta Rücker research assistant 6, Roger M Harbord research associate 1,
Christopher H Schmid professor 4, Jennifer Tetzlaff research coordinator 7, Jonathan J Deeks
professor 8, Jaime Peters research fellow 9, Petra Macaskill associate professor 10, Guido Schwarzer
research assistant 6, Sue Duval assistant professor 11, Douglas G Altman professor 12, David Moher
senior scientist 7, Julian P T Higgins senior statistician 13

1School of Social and Community Medicine, University of Bristol, Bristol BS8 2PS, UK; 2Department of Health Sciences, University of Leicester,
Leicester, UK; 3Stanford Prevention Research Center, Stanford University School of Medicine, Stanford, CA, USA; 4Institute for Clinical Research
and Health Policy Studies, Tufts Medical Center, Boston, MA, USA; 5Medical Statistics Unit, London School of Hygiene and Tropical Medicine,
London, UK ; 6Institute of Medical Biometry and Medical Informatics, University Medical Center Freiburg, Germany; 7Clinical Epidemiology Program,
Ottawa Hospital Research Institute, Ottawa, Ontario, Canada; 8School of Health and Population Sciences, University of Birmingham, Birmingham,
UK; 9Peninsula Medical School, University of Exeter, Exeter, UK; 10School of Public Health, University of Sydney, NSW, Australia; 11University of
Minnesota School of Public Health, Minneapolis, MN, USA; 12Centre for Statistics in Medicine, University of Oxford, Oxford, UK; 13MRC Biostatistics
Unit, Cambridge, UK

The 1997 paper describing the test for funnel plot asymmetry
proposed by Egger et al 1 is one of the most cited articles in the
history of BMJ.1 Despite the recommendations contained in this
and subsequent papers,2 3 funnel plot asymmetry is often,
wrongly, equated with publication or other reporting biases.
The use and appropriate interpretation of funnel plots and tests
for funnel plot asymmetry have been controversial because of
questions about statistical validity,4 disputes over appropriate
interpretation,3 5 6 and low power of the tests.2

This article recommends how to examine and interpret funnel
plot asymmetry (also known as small study effects2) in
meta-analyses of randomised controlled trials. The
recommendations are based on a detailed MEDLINE review of
literature published up to 2007 and discussions among
methodologists, who extended and adapted guidance previously

summarised in theCochrane Handbook for Systematic Reviews
of Interventions.

7

What is a funnel plot?
A funnel plot is a scatter plot of the effect estimates from
individual studies against some measure of each study’s size or
precision. The standard error of the effect estimate is often
chosen as the measure of study size and plotted on the vertical
axis8 with a reversed scale that places the larger, most powerful
studies towards the top. The effect estimates from smaller studies
should scatter more widely at the bottom, with the spread
narrowing among larger studies.9 In the absence of bias and
between study heterogeneity, the scatter will be due to sampling
variation alone and the plot will resemble a symmetrical inverted
funnel (fig 1). A triangle centred on a fixed effect summary
estimate and extending 1.96 standard errors either side will

Correspondence to: J A C Sterne jonathan.sterne@bristol.ac.uk

Technical appendix (see http://www.bmj.com/content/342/bmj.d4002/suppl/DC1)

Reprints: http://journals.bmj.com/cgi/reprintform Subscribe: http://resources.bmj.com/bmj/subscribers/how-to-subscribe

BMJ 2011;342:d4002 doi: 10.1136/bmj.d4002 Page 1 of 8

Research Methods & Reporting

RESEARCH METHODS & REPORTING

Protected by copyright, including for uses related to text and data m
ining, A

I training, and sim
ilar technologies. 

.
by guest
 

on 24 M
arch 2025

 
https://w

w
w

.bm
j.com

/
D

ow
nloaded from

 
22 July 2011. 

10.1136/bm
j.d4002 on 

B
M

J: first published as 

Mathematical Statistics II March 󱸰󱸳 󱸰󱸮󱸰󱸳 󱸰󱸮



More on funnel plots Sterne et al. 󱸰󱸮󱸯󱸯
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... More on funnel plots Sterne et al. 󱸰󱸮󱸯󱸯
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Forest plots Sterne et al. 󱸰󱸮󱸯󱸯
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Inference with missing data

• if MAR or MCAR, can use usual likelihood-based inference with observed
information to estimate variance

• if not, but the missing-ness pattern can be modelled, may be able
to adjust estimates accordingly pub bias

• adjustments will depend on the missing-ness model being correct

• there is a large literature on re-weighting standard estimators to accommodate
missing-ness

• the potential outcomes model can be viewed as a type of missing data —
we see either Y(󱸯) or Y(󱸮) but never both
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... Inference with missing data thanks to Kaiyi Zhang STA 󱸲󱸷󱸰

• what about missing values of covariates?
• use only complete cases – may result in substantial reduction in sample size
• imputation of missing values is a popular choice
• based on prediction of missing covariate value, given observed values of other units
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... Inference with missing data

A Digital Health Behavior Intervention to Prevent Childhood Obesity
The Greenlight Plus Randomized Clinical Trial
William J. Heerman, MD, MPH; Russell L. Rothman, MD, MPP; Lee M. Sanders, MD, MPH;
Jonathan S. Schildcrout, PhD; Kori B. Flower, MD, MS, MPH; Alan M. Delamater, PhD;
Melissa C. Kay, PhD, MPH, MS, RD, CLC; Charles T. Wood, MD, MPH; Rachel S. Gross, MD, MS; Aihua Bian, MPH;
Laura E. Adams, RD, MBA; Evan C. Sommer, BS, BA; H. Shonna Yin, MD, MSc; Eliana M. Perrin, MD, MPH;
and the Greenlight Investigators

IMPORTANCE Infant growth predicts long-term obesity and cardiovascular disease. Previous
interventions designed to prevent obesity in the first 2 years of life have been largely
unsuccessful. Obesity prevalence is high among traditional racial and ethnic minority groups.

OBJECTIVE To compare the effectiveness of adding a digital childhood obesity prevention
intervention to health behavior counseling delivered by pediatric primary care clinicians.

DESIGN, SETTING, AND PARTICIPANTS Individually randomized, parallel-group trial conducted
at 6 US medical centers and enrolling patients shortly after birth. To be eligible, parents spoke
English or Spanish, and children were born after 34 weeks’ gestational age. Study enrollment
occurred between October 2019 and January 2022, with follow-up through January 2024.

INTERVENTIONS In the clinic-based health behavior counseling (clinic-only) group, pediatric
clinicians used health literacy–informed booklets at well-child visits to promote healthy
behaviors (n = 451). In the clinic + digital intervention group, families also received health
literacy–informed, individually tailored, responsive text messages to support health behavior
goals and a web-based dashboard (n = 449).

MAIN OUTCOMES AND MEASURES The primary outcome was child weight-for-length trajectory
over 24 months. Secondary outcomes included weight-for-length z score, body mass index
(BMI) z score, and the percentage of children with overweight or obesity.

RESULTS Of 900 randomized children, 86.3% had primary outcome data at the 24-month
follow-up time point; 143 (15.9%) were Black, non-Hispanic; 405 (45.0%) were Hispanic; 185
(20.6%) were White, non-Hispanic; and 165 (18.3%) identified as other or multiple races and
ethnicities. Children in the clinic + digital intervention group had a lower mean
weight-for-length trajectory, with an estimated reduction of 0.33 kg/m (95% CI, 0.09 to
0.57) at 24 months. There was also an adjusted mean difference of !0.19 (95% CI, !0.37 to
!0.02) for weight-for-length z score and !0.19 (95% CI, !0.36 to !0.01) for BMI z score. At
age 24 months, 23.2% of the clinic + digital intervention group compared with 24.5% of the
clinic-only group had overweight or obesity (adjusted risk ratio, 0.91 [95% CI, 0.70 to 1.17])
based on the Centers for Disease Control and Prevention criteria of BMI 85th percentile or
greater. At that age, 7.4% of the clinic + digital intervention group compared with 12.7% of
the clinic-only group had obesity (adjusted risk ratio, 0.56 [95% CI, 0.36 to 0.88]).

CONCLUSIONS AND RELEVANCE A health literacy–informed digital intervention improved child
weight-for-length trajectory across the first 24 months of life and reduced childhood obesity
at 24 months. The intervention was effective in a racially and ethnically diverse population
that included groups at elevated risk for childhood obesity.

TRIAL REGISTRATION ClinicalTrials.gov Identifier: NCT04042467

JAMA. doi:10.1001/jama.2024.22362
Published online November 3, 2024.
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“Missing baseline variables
were imputed 󱸯󱸮󱸮󱸮 times
with chained equations”

(p.󱸲)
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A curious example AoS Ex. 󱸯󱸯.󱸷

• data (X󱸯,R󱸯, Y󱸯), . . . , (Xn,Rn, Yn) i.i.d.
󱸯. Xi ∼ Uniform from {󱸯, . . . ,B}
󱸰. Ri ∼ Bernoulli(ξXi)
󱸱. If Ri = 󱸯, Yi ∼ Bernoulli(θXi)

• θ = (θ󱸯, . . . , θB) unknown, 󱸮 ≤ θj ≤ 󱸯
• ξ = (ξ󱸯, . . . , ξB) known, 󱸮 < δ ≤ ξj ≤ 󱸯− δ < 󱸯
• parameter of interest ψ = pr(Yi = 󱸯) =

󰁓B
j=󱸯 pr(Yi = 󱸯 | Xi = j)pr(Xi = j) = 󱸯

B
󰁓

j θj

• An unbiased estimator of ψ:

ψ̂ =
󱸯
n

n󰁛

i=󱸯

RiYi
ξXi

• observed values are averaged, but weighted by probability of being observed
• Horvitz-Thompson estimator
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... A curious example AoS Ex. 󱸯󱸯.󱸷

• data (X󱸯,R󱸯, Y󱸯), . . . , (Xn,Rn, Yn) i.i.d.
󱸯. Xi ∼ Uniform from {󱸯, . . . ,B}
󱸰. Ri ∼ Bernoulli(ξXi)
󱸱. If Ri = 󱸯, Yi ∼ Bernoulli(θXi)

• one term in likelihood function:
f (Xi)f (Ri | Xi)f (Yi | Xi)Ri = 󱸯

Bξ
Ri
Xi (󱸯− ξXi)

󱸯−RiθYiRiXi (󱸯− θXi)
(󱸯−Yi)Ri

• likelihood function: L(θ) ∝
󰁔n

i=󱸯 θ
YiRi
Xi (󱸯− θXi)

(󱸯−Yi)Ri =
󰁔B

j=󱸯 θ
nj
j (󱸯− θj)

mj

• nj = #{i : Yi = 󱸯,Ri = 󱸯, Xi = j}, mj = #{i : Yi = 󱸯,Ri = 󱸮, Xi = j}

• most nj,mj = 󱸮 (B very large) =⇒ mle of θj doesn’t exist for many j
=⇒ π(θ | data) ∝ π(θ)
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