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€he New York Times

Surgeon General Calls for Cancer
Warnings on Alcohol

Dr. Vivek Murthy's report cites studies linking alcoholic beverages
to at least seven malignancies, including breast cancer. But to add
warning labels, Congress would have to act.
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The advisory called for updating labels on all alcoholic beverages with a warning that
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https://www.statistics.utoronto.ca/events/fairness-and-foundations-machine-learning
https://canssiontario.utoronto.ca/event/cast-genevieve-gauthier/

« data x, = (x4, ..., Xp) independent observations; model f(x,; 0) = [[f(x;; 0),

* limit theorerr(ig 0—0) L\ N(o,17'(0)) In(0) = ni(0) = varg{¢'(0; Xn)}
. approximation 6 N{6,1,"(9)}, or 8 ~ N{0,j="(A)} j(6) = —£" (6; Xn)
[G(\w-;tz.(a«}yﬂz) vig a)rvox.AK?"‘( ag (Resttddf 2 D
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- data x, = (x4, ...,Xn) independent observations; model f(x,; 0) = [[f(x;;0), 0 €R
limit theorem /n(d — 6) S N(o,17'(0)) 1n(0) = nl(6) = varg{¢'(6; Xn)}
approximation 8 ~ N{6,1;"(0)}, or § ~ N{6,j="(0)} j(6) = —0"(6; Xn)

data x, = (x4, ...,Xn) independent observations; model f(x; 0) = [[f(x;; 6),
imi ji_ )% A16-9) L (0)6-9) L5 o

limit theorem /n{1(8)}"/2( — 6) = Ny(0,Z,)

approximation 8 ~ N,{6,1,"(8)}, or0 NP{H j~(0)} E@]
Og~ A (o, §C ) = R =iy
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- data x, = (x4, ...,Xn) independent observations; model f(x,; 0) = [[f(x;;0), 0 €R
+ limit theorem /n(d — 6) A N(o,17'(0)) In(0) = nl(0) = varg{¢'(0; Xn)}
- approximation 6 ~ N{6,1,"(9)}, or 8 ~ N{0,j"(A)} j(6) = —0"(6; Xn)

 data x, = (x4, ...,X,) independent observations; model f(x; 0) = [[f(x;;0), 06 € RP
.+ limit theorem /n{I(0)}"/2(6 — 6) % N,(0,Z,)
- approximation  ~ N,{6,1,"(8)}, or 8 ~ N,{6,j~"(8)} Check Cheatsheet

« Theorem 5.4

 data x, = (x4, ...,Xn) independent observations J(0) = Eg{—¢"(0; %)}/n
« limit theorem /n(6 — 6) LN N{o,)="(0)I(6)]~"(0)} slightly more general
 In MS Examples 5.4 and 5.5, 1(0) = J(0)

/ST 2 oy f F(x, 0)ala
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i C Cnlleterg—sond = )
* proof requires smoothness conditions on underlying model Zw nl

J~—I

- proof require$ § = 0 | pot XL,’“ c~1,. )7 mde,ﬂ; MSp249,Thm512

5 (d
S B g X =t rz(x -fd) —> N(o; ?)
an often be weakened to independent (not i.d.) observations,

or even dependent l ; ) I (9> fp  ncizat need WLLN and CLT
(/V&\.wl'ea/
« MS Theorem 5.3, p.253 has a careful proof for 6 € R e

A
see also likelihood cheatsheet long version F
- key step is ¢

. n=12¥"_¢'(X;; 0) 3 =
0—0)~ =1
vl =0 = == ey M 5

x~-z@+€ eg. ENls?

T,(p) = D b
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- proof requires many smoothness conditions on underlying model
proof requires § 2 6 MS p.249; Thm 51,2

l.i.d. can often be weakened to independent (not i.d.) observations,
or even dependent need WLLN and CLT

MS Theorem 5.3, p.253 has a careful proof for § € R

——

- see also likelihood cheatsheet long version

- key step is C\VvT
. n=12¥" _¢'(X;; 0
Vn(o —0) ~ ———"— (Xi:6) and Mz, >0
o LT oo
— —— WLl

vector version is

VNZh_ (B — 0r){n""},(6)} ~ —n~"/24(8),
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... Recap MS §5.2

- maximum likelihood estimators minimize the KL-divergence to the data
- KL divergence from f, true to fy model :

KLoife) = B log { 200 | = 85 08 {£ 0 0)) + B ogfo(X)
= j{‘a(j(;[x)yﬁ Dd= = Jufé(m).ﬁ[a)doc
'Fq, (’X) —()
e - estimate of E, log{f(X;0)}? - J I"’f [”'19){,[’5)6{%
a
Fﬂ\\/é ?_—._[_ z[»f‘F(ﬁ{b) C«,S—\‘\.ng(c.\d,(, (- SR %
ef(ep) = /
e 1
« minimize KL(fy; fo) same as maximize £(0; X3, . .., Xp) :J'Q (Q'A’JC
rl [ 2974
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Your friend the delta-method MS Th.3.4 and p148

Suppose 0 € RP, Xn = (Xmn, ..., Xpn) ERP

d
n(Xn— 06 Z, ~ ¥)
an( Y"? = Zpe Z (\4( ), 29)
and g(x) is continuously differentiable at 6, then {g1(x), ... gr(x)} € RR
an{g(e) ~ 9(0)) % D)2 IS
ty\a_ K7<P
where D(0) = q« o ™
8a.(9) IO}
&, ... h

wor By | bep mATE

'ZS@’P 'zr@", ?‘)W
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... Your friend the delta-method MS Th.3.4 and p148

A
- e, @ =hx ) —> 0}
8 -0 < N, oe)) VB —0) L Ny{0.17(8)) 4 ?Xw) M

find = 9(0) <t d=t Hoor Oaf
Vn{g(@n) - 9(8)} = N{o,g'(6)"1"'(6)g'(9)} s (%)

See also AoS §9.9

T \leg &) - ff(@\% i(; N (o 91[9))
[ &QA{K‘ %(fﬂ} o€> N(O CS\/ )
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Example MS Ex.5.15

X1y ..., Xp 1i.d. Gamma (a, \)

: [P
f(xi; A a) = @AO‘X?_1 exp(—AX;)
L el -1 N2 & <
L Nt ) = ey D T, e |
Lw\)o()?i) T -n L«f?(ocj t VL va”}\ (o) 2"‘7”76:
\
- X2
[
-9/27'\ — 0 = _Oﬁ- — Zx( Sy
P
2 cmg\Lmz,\.J wlo
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de /7\
a jmv delta method

K1 gudn
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Calculating maximum likelihood estimators MS 5.7; A0S 9:13.4

Newton-Raphson: 0/,, -1 X,
0 = V' (A))~ 0'(0o) + " (0)(0 — o)

D~ 60— (L'(00)) C(6) (%m i]&//:/

* suggests iteration

s — g0 17 (a®){Jer () J g 1 SO
L — C)
MS p.270; note change in notation
- requires reasonably good starting values for convergence
» need —¢"(0®) to be non-negative definite
« Fisher scoring replaces —¢”(-) by its expected value
« N-R and F-S are gradient methods; many improvements have been developed

« solution is a global max only if £(6) is concave
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... Calculating maximum likelihood estimators MS 5.7; A0S 9:13.4

E-M algorithm: procedure

- complete data X ~ fx(x; 6)

- observed datay = (y1,...,¥Ym), with y; = g;(x) many-to-one
- joint density fy(y; 0) = fA(y)fx . 0)dx Aly) = {x;y; = gj(x),i=1,...,m}
- algorithm:

1. (E step) estimate the complete data log-likelihood function for 6 using current guess ¥
2. (M step) maximize that function over 8 and update to 8" usually by N-R or Fisher scoring

likelihood function increases at each step

can be implemented in complex models

doesn’t automatically provide an estimate of the asymptotic variance

but methods exist to obtain this as a side-product
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DEFINITION. Suppose that for a sample @ = (21, -, z,), L(0)
is maximized (over ©) at § = S(x):

sup L(0) = L(S(x))
0cO

(with S(z) € ©). Then the statistic § = S(X) is called the
maximum likelihood estimator (MLE) of #. (S(x) is sometimes
called the maximum likelihood estimate based on «.) -1

Yeay T
A N
— =x3

(&) oeR B =

o9
/} 39 C"O",M> e ‘& o(.od-v"( w"i-}-

| ;
i — . - —= L ¥y & L, . K
0
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... Max vs Sup

- { (#’ ) f,E=2 P
(5 (m.a . Non-Regular Modezs?

Figure 4.8 Likelihood N
inference for 1,
distribution. Left: profile [
log likelihoods for

¥ = v~! for maize data
(solid), and for 19
simulated normal samples
(dots): = 0 corresponds
to the N(u, o'%) density.
Right: 7 probability plot
for the 1237 positive
values of the likelihood
ratio statistic Wp(0)
observed in 5000 o
simulated normal samples

of size 15; the rest had 00 02 04 06 08 1.0
W,(0) = 0.

Profile log likelihood
0

psi

f 2B b s bt sl
o ZI;-.:O/S‘ *ﬁum 1‘14:{
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e\ ety i ; s,
Ix(Xi; A\, i, ) = ¢ F(1— ) , X=1,2,..00>00<a<1 Wk xfrrc

X! X!
« Observed data: “Kn \f A =/u, , cat
- Complete data: (xq,V4), ..., (xn,y,,);g/,- ~ Bernoulli(@c—a ‘C(zg, Y 9) st K
» Complete data log-likelihood function: fx )y Z—A)\—/wl

— le(a, A\ iy, x) = Zyi{log(a) + Xjlog(A) — A} + 2(1 — Yi){log(1 — a) + X;log(x) — p}

| aslany e lp b s B sigp
Egw{lc(o, A, iy, X) | X} = Z)A/i{|0g(04)+xi log(A)=A}+ ) _(1—9i){log(1—)+x; log () — 1}

=1

. NC

*Vi= E(Yi \ Xi; 9( )) see p.280 for exact value

« maximizing values of 8 = (a, A, 1) can be obtained in closed form p.281

Weawxi W ge ‘7’%/ /,SQ’- ﬁ’S‘}Qe)
P
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Likelihood ratio statistic SM 4.5, MS 7.4

modelf()g; 0), 6cRP 4
likelihood and log-likelihood function L(6;x), £(6;x)
maximum likelihood estimator 6 = 6(x)

- hypothesized value 6, for 6 Qc RP
- likelihood ratio statistic W(0o) = 2{£(0) — £(0,)}

Theorem: Under ... regularity conditions on the model ... if 6, is the true value

N @X o ke Pl 5 0 2)]

\J("

- Approximation: {6 : w(f) > x;(a)/2} is a1 — a confidence set for 6

pr{xp > xp(a)} = «
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Likelihood quantities

scalar parameter

L(0))=L[8.)

loglik()

~— ™~ S .

$

A
?4-

7

—

7 wet D Com el ¢T

e
%9:\\6«9)}/& é’-%}

N
e-6 fth(one")

G< 9),cr

(g z@(ej—uo)g‘zl.%% ey s

1

w(e) < Z%ﬂ(é)*f ) §

086 0.88 0.90
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... Likelihood ratio statistic SM 4.5, MS 7.4

likelihood ratio statistic w(8o) = 2{£(0) — £(85)} XA
A N / a A T "~ _/\
2le ) —2(9.,)} = 28216) — [L(B) « (6.-8)¢ (8) +~;_(9°~9) 2 (®)8 e)}
IXP r(\
t N
Need Zog . .
— ' A T A o8
5 ro0 whih (0-0.)[-2(®)(@-0.) < ne
2{///(9}\(1) e . _ - - .
_ (é\eo)(_lr:(g%.gnlfgsggnz(ejﬁw~9°) < T,,,
£®) e AT p
= Vpt 4
A T A
= (0-8)] (nT@) (0-P.) -
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... Likelihood ratio statistic SM 4.5, MS 7.4

likelihood ratio statistic W(6o) = 2{((0) — £(6,)} X3 "% -
ol LT ik 8= 40) A=
t'Fau'rf J,:l’wt 3talo l 76‘/
6‘3}2'

wWig,) = z{LIZ (‘P) L, 14 ) |

B e
= 2_%2,(,‘-(’11> - Q o;y\\po)/; %
4 E_w 3) - el n) - 1216, 8 -0 Mﬂ

EXUP,Sd,)

fﬂ WJ'.) AM
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Aside: profile version

G (4 ) bt x= L \
-1
P(a() C{/e =4)

2R L, A) - &lL, A )3 = ¥ ()
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Nonparametric MLE 2112, Lec 8; MS 5.6

- sample x4, ..., X, independent, identically distributed, with cdf F

no parametric model assumed ,
!

- likelihood function L(F) = []f(x;) Lex)d -\\? { Xe &, 2edzy]
4 a = 1A ) *

 assume solution puts mass only at x4, ..., X,
- log-likelihood function ¢(p) = Y. log(p;)

fras 2 [ p; LB, oepie]l Tpi=4
o g P sk espel, 3

N\
A : e@(\c) ‘
Pz

j-—l . ‘ "\%x_
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Nonparametric MLE 2112, Lec 8; MS 5.6

- sample x4, ..., X, independent, identically distributed, with(cdf F

no ametric model assumed

likelihood function L(F) = []f(X;)

assume solution puts mass only at x4, ..., X,
log-likelihood function 4(p) = Y. log(p;)

maximized atp; =1/n,i=1,...,n f Lagrange

gives empirical cdf ———;\'_“Jﬁ-

)

——

Fa(x) = — Zn:1(xi < X) %“L : —

= w X

« plug-in principle: if 0 = T(F),0 = T(Fp) T(F) = [ h(x)dF(x), eg.

-_— o

Mathematical Statistics Il January 14 2025 4 WJQW ‘2! ’€ 9. — T(F) 20



Misspecified models MS 5.5

« model assumption X, ..., X, i.i.d. f(x;0),0 € ©
« true distribution X;, ..., X, i.i.d. F(x) notation
« maximum likelihood estimator based on model;

n
i=1

- what is , estimating ?

Mathematical Statistics I January 14 2025 21



Misspecified models MS 5.5

« model assumption X, ..., X, i.i.d. f(x;0),0 € ©
true distribution X, ..., X, 1.i.d. F(x) notation
maximum likelihood estimator based on model;

n
i=1

what is 6, estimating ?
define the parameter 6(F) by

/ U x 0(F)YF(x) =

V{6 — 0(F)} % N(0, 0?)

. _JIU{x:6(F)}PdF(x)

o =
Mathematical Statistics Il January 14 2025 (I[K//{X; Q(F)}]2dF(X))2 21




Misspecified models MS 5.5

V{6 — 0(F)} % N(0, 0?)

2 JIxO(F)}dF(x)
(J[e"{x; 0(F)}[dF(x))?

« more generally, for 6 € RP,

Vn{fy — 0(F)} % Np{o,G'(F)}
G(F) = J(F)I"(F)I(F),

J(F) = / 0 {O(F) X} AF(x;), / (EOF) X)L (B(F): %)Y TdF ()
Godambe information

sandwich variance
Mathematical Statistics I January 14 2025 22



Misspecified models MS 5.5
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Bayesian estimation MS 5.8; A0S 11

model

prior

posterior

sample
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Frequentist and Bayesian contrast

Frequentist:

- There is a fixed parameter (unknown) we are trying to learn

« Our methods are evaluated using probabilities based on f(x; 6)

Bayesian:
- The parameter can be treated as a random variable
« We model its distribution 7(0)

« Combine this with a model f(x | 0)
- Update prior belief on the basis of the data

Mathematical Statistics Il January 14 2025
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Example: Binomial MS 5.26; A0S Ex.11.2

(o + B)

Xi,..., X, i.i.d. Bernoulli (9) m(0; o, B) = T(a)F(B)

° (160" o< <1

posterior mean, mode
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Statistics in the News

EheNew JJork Times - “For decades, moderate drinking was said to help
prevent heart attacks and strokes.”

Surgeon General Calls for Cancer . . . L

« “But growing research has linked drinking,

Warnings on Alcohol : . -

_ _ R . sometimes even within the recommended limits,
Dr. Vivek Murthy’s report cites studies linking alcoholic beverages . "
to at least seven malignancies, including breast cancer. But to add to various ty pes of cancer

warning labels, Congress would have to act.

« “But alcohol directly contributes to 100,000
cancer cases and 20,000 related deaths each
year, the surgeon general, Dr. Vivek Murthy, said.

P Listento this article - 9:24 min Leam more & sharetulaice 2> W O LS 2k

« He called for updating the labels to include a
heightened risk of breast cancer, colon cancer
and at least five other malignancies now linked
by scientific studies to alcohol consumption.”

« “The current warning label has not been changed
since it was adopted in 1988, even though the
link between alcohol and breast cancer has been
known for decades.”

Mat h @erevtroerhiSitierbpditimdptids on all fiephpliFdqvyrapes B @aming that I 2
drinking heightens the risk for at least seven c}g:ers, incl dingEEommonS;mes like N Y T I m es 7
breast and colon cancers. Ruth Fremson/The New York Times


https://www.nytimes.com/2025/01/03/health/alcohol-surgeon-general-warning.html

NATIONAL serce o,

Engineering ACADEMIES

AC A D E M I E S Medicine @ \':vtfhsifgfen,bc

This PDF is available at http://nap.nationalacademies.org/28582 0 o @ 9

Review of Evidence on Alcohol and Health
(2025)

Review of Evidence on

Alcohol and Health

DETAILS

25/ pages | 6 x 9 | PAPERBACK
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Drinking less is better

We now know that even a small amount of alcohol
can be damaging to health.

Science is evolving, and the recommendations about alcohol use need to change.

Research shows that no amount or kind of alcohol is good for your health.
It doesn’t matter what kind of alcohol it is—wine, beer, cider or spirits.

Drinking alcohol, even a small amount, is damaging to everyone,
regardless of age, sex, gender, ethnicity, tolerance for alcohol or lifestyle.

That’s why if you drink, it’s better to drink less.

Alcohol consumption per week

Drinking alcohol has negative consequences. The more alcohol you

drink per week, the more the consequences add up.

0 drinks per week
Not drinking has benefits, such as better health,
and better sleep.

1 to 2 standard drinks per week
You will likely avoid alcohol-related consequences
for yourself and others.

3 to 6 standard drinks per week
Your risk of developing several different types of cancer,
including breast and colon cancer, increases.

7 or more standard drinks per week
Your risk of heart disease or stroke increases.

Each additional standard drink
Radically increases the risk of these alcohol-related

anuary $ee%,

ol o

Moderate
risk

5 W

Increasingly e e e s e
high risk emm W W W

W
W

OvWnwwwwww++

During
pregnancy,
none is the only }

safe option.

A standard
drink means:

D

—=

I

=

Beer
341 ml (12 oz) of beer
5% alcohol

or

Cooler, cider,
ready-to-drink

341 ml (12 0z) of drinks
5% alcohol

or

Wine

142 ml (5 oz) of wine
12% alcohol

or

Spirits

(whisky, vodka, gin, etc.)
43 ml (1.5 02) of spirits
40% alcohol

29



