
Mathematical Statistics II
STAH S LEC

Week 

April  



Upcoming

Links

• April  . –. Hydro Room 
“Ecient sampling by algorithmic diusion”

• April  . – . Hydro Room 
“Towards a mathematical theory of development”

• April  . – . Hydro Room 
“Stage-aware learning for dynamic treatments”

• April  . – . Hydro Room 
Statistics Graduate Student Research Day 

https://www.statistics.utoronto.ca/events


Summary Math Stats II Spring 

• Likelihood inference: maximum likelihood estimates, consistency, asymptotic
normality, delta-method, optimization (N-R, E-M, Q-N), Kullback-Leibler divergence,
likelihood ratio statistics, prole likelihood function, nonparametric MLE, empirical cdf,
signicance functions, approximate pivotals, misspecied models, sandwich estimate
of variance Jan , , 

• Bayesian inference: prior distribution, posterior distribution, conjugate priors, at
priors, Jereys’ invariant prior, multi-parameter problems, marginal posteriors,
interpretation of prior and posterior distributions, hierarchical Bayes Jan , , Feb 

• Optimality in estimation: asymptotic eciency, Cramer-Rao lower bound, nite-sample
optimality, regular estimators, eciency, asymptotic relative eciency, decision
theory, loss functions, risk functions, Bayes risk, admissibility, minimax, Bayesian
hierarchical models, shrinkage estimation, Bayes and Fisher Feb , 



... Summary

• Interval estimation: exact condence intervals, approximate condence intervals,
pivotal quantities, exact and approximate condence regions, Bayesian credible
intervals, approximate normality of posterior, highest posterior density intervals,
prole likelihood intervals, nonparametric condence bands – pointwise and
simultaneous, bootstrap condence Feb 

• Hypothesis testing: null and alternative, test function/statistic, rejection/critical
region, type  and type  error, power and size, p-values, Neyman-Pearson lemma,
Wald, score/Rao, likelihood-ratio statistic, classical two-sample tests of means and
proportions, sign test, permutation test, choice of test statistics Feb , Mar 

• Signicance testing: p-values, two-sided and one-sided, interpretation of statistical
signicance, interpretation of p-values, p-value functions, multiple testing, adjustment
for selection, Bonferroni, Benjamini-Hochberg, false discovery rate control,
goodness-of-t tests, Bayesian hypothesis testing Mar , 



... Summary

• Causality: potential outcomes, counterfactuals, confounding, Simpson’s paradox,
observational studies, randomization, Bradford-Hill criteria, average treatment eect,
conditional causal eect, association, adjustment for confounders, no un-measured
confounding, propensity score, doubly robust estimation, graphical representations

Mar 

• Missing data: types of missing data assumptions – MCAR, MAR, MNAR, likelihood
inference, bias from MNAR, publication bias, meta-analysis, inverse probability
weighting, funnel plots, forest plots Mar 





I’ll miss you but I won’t miss this!!

Good luck on your exams


