N Give me a current example of Simpson's paradox for MSc class

° [ [
Mathematical Statistics Il
Sure! Here's an example of Simpson's paradox that could be relevant for an MSc class: (i}

STA221 2 H S L E CO1 01 Suppose a pharmaceutical company wants to test the effectiveness of a new drug for

treating a certain disease. They conduct a clinical trial and divide participants into two
groups: those who receive the drug and those who receive a placebo. They measure the
proportion of patients in each group who experience a reduction in symptoms after a

certain period of time.

At first glance, it appears that the drug is highly effective. In the group that received the
drug, 80% of patients experienced a reduction in symptoms, compared to only 60% in the

We e k 1 0 placebo group. However, when the data is broken down further by age, a different picture
emerges.

It turns out that the drug is much more effective for younger patients, but less effective
for older patients. In fact, in the under-50 age group, 90% of patients who received the
drug experienced a reduction in symptoms, compared to only 60% in the placebo group.
Ma I’C h 21 2023 However, in the over-50 age group, only 50% of patients who received the drug
experienced a reduction in symptoms, compared to 70% in the placebo group.

This is an example

network error



Simpson’s Paradox ChatGPT

Give me a current example of Simpson's paradox for MSc class

Sure! Here's an example of Simpson's paradox that could be relevant for an MSc class: & &P

Suppose a pharmaceutical company wants to test the effectiveness of a new drug for
treating a certain disease. They conduct a clinical trial and divide participants into two
groups: those who receive the drug and those who receive a placebo. They measure the
proportion of patients in each group who experience a reduction in symptoms after a
certain period of time.

At first glance, it appears that the drug is highly effective. In the group that received the
drug, 80% of patients experienced a reduction in symptoms, compared to only 60% in the
placebo group. However, when the data is broken down further by age, a different picture

emerges.

It turns out that the drug is much more effective for younger patients, but less effective
for older patients. In fact, in the under-50 age group, 90% of patients who received the
drug experienced a reduction in symptoms, compared to only 60% in the placebo group.
However, in the over-50 age group, only 50% of patients who received the drug
experienced a reduction in symptoms, compared to 70% in the placebo group.

This is an example

network error



Simpson’s Paradox ChatGPT:Take 2

Give me a current example of Simpson's paradox for MSc class

<22 Sure! Here's a current example of Simpson's paradox: t &P

Suppose a university wants to analyze the effectiveness of their graduate program in
terms of job placement rates. They divide their graduate students into two groups:

domesti ents and international students. They find that in the domestic student

gpéup, 80% of gtudents who graduated with a master's degree fou

within 6 months of graduating. In the international student group{ only 60% of students

who graduated with a master's degree found a job in their field witht
graduating.

However, when the university looks at the overall data, they find @QI students
who graduated with a master's degree found a job in their field withinemoTiths of

graduating. This seems to suggest that the graduate program is successful overall.

The paradox arises because although the domestic student group has a higher job
placement rate than the international student group, there are actually more international
students in the program than domestic students. Specifically, the domestic student group
has 100 students, of which 80 found a job, while the international student group has 300
students, of which 180 found a job. Thus, the overall job placement rate is heavily
influenced by the larger number of international students who graduated and found jobs,
despite the fact that their job placement rate is lower than that of domestic students.

This is an example of Simpson's paradox because the overall conclusion (that the



Simpson’s Paradox ChatGPT:Take 3

Give me an example from a recent news article of Simpson's paradox

<2/2 One example of Simpson's paradox in a recent news article involves the gender pay gap in @7 &/
the tech industry.

In 2020, a stugg™sy Hired Inc. found\hat on average, women in the tech industry earn 3%

—
d level of experience. However, when the data was

broken { - Was found that in 63% of the positions studied,
women earned more

This is a clear example of Simpson's paradox, where a trend appears in one direction
when the data is looked at as a whole, but is reversed when the data is broken down into
smaller subgroups. In this case, the overall gender pay gap in the tech industry was 3%,
but when the data was separated by job title, it was revealed that women actually earned
more than men in many positions. This suggests that there may be other factors at play,
such as the types of jobs women and men are choosing within the industry.



1's paradox using the Berkeley college admissions data in

& Sure, |
)
£}

R

First, we can load the data using the following code:
: - : 2 0 for MSc class

{r} ] Copy code

1ld be relevant for an

berkeley <- read.csv("https://raw.githubusercontent.com/Opensourcefordatasci

ffectiveness of a new drug for

the e

trial and divide participants into
) receive a placebo. They measure the

The data contains information on the number of male and female applicants and the

ce areductionin s

number of admissions for each gender in each of the six departments at UC Berkeley in

1973. We can summarize the data using the “summarize" function from the “dplyr"
fective. In the group that received the

pack

y 60% in the

symptoms, compared to or

down further by age, a different picture
) Copy code

library(dplyr)

)r younger patients, but less effective

1p, 909

berkeley‘sumary < berkeley %% ared to only 60% in the placebo group.
group_by(Gender, Dept) %>% atie
summarize(Applicants = sum(Applicants 0 709

Admitted = sum(Admitted))

berkeley_summary

Thiswill give us a summary of the data grouped by gender and department, showing the

n combination:

1 students for e

f applicants and admitte

otal number




1. Recap
2. Introduction to causal inference

Upcoming

« March 23 2.30 - 3.30 Zoom
“Valid statistical inference with privacy constraints”
Aleksandra Slavkovic, Penn State

Mathematical Statistics I March 21 2023 1


https://us02web.zoom.us/j/87143217789?pwd=VzRTWlRWT3ZseU4rcnJvYVBxS3VLdz09#success

. 7
» BH-q pyocedure: imax = argmax{i: p < ~-q} Z -
. - " 2 Ao se gL
* BHq : reject Hy; for i < imax

» Theorem: If the p-values corresponding to valid null hypotheses are independent “§-

of each other, then mo = #true Ho
FDR(BHq) = "2 < q ‘L
m
— [l
. . — R
-~ Ho notll;ejected Ho rejected~ OC:SC.
« Proof: ... E{A(s) | A(t)} = A(), s <t; 0 A

—_— . Hq true T S mq

m— R R m
At = VD)t V(t) = #{pi < t: Hop f

. \{E) ’ V@ ~ Binom(V(t)ﬁlu_nEr_@/ PZNU[O{’P V ‘W
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- Robust linear regression y; = X/ 8 + ¢ <é N
n p £’M; / F .Zlbvtf
7 .
RS mﬁmz’pc(yi—x,%), ) Yyi—xB) =9
=1 i=1 N
(u. T p(-), to be determined; ¥ (-) = p’(*)
BRE (¥2()) T
¢ A - 2y Tyy—1 B €j
o <f )
— T r— - correction from last week

—

—

* this is an example of M-estimation -
« An M-estimate is a solution of the estimating equation Assume E{g(Y;0)} = o

iz:;g(v,-;ég):o \L %‘\*3'(9)% = T

- under regularity conditions §, ~ N{6,G~"(6)}, G(0) = J(0)I~"(0))(6)
Mathematical Statistics Il March 21 2023 7,Y _ q«-,}



L At of X et

- p* approximation i(6) :;ﬁg;: —0"(6) .
saddlepornt appioc™ © £(G.0) = cliih) exple(0) - (O} G £(fo0) O D
. : '_’_'/\_’ ‘ Jur
- r* approximation appex —
F00) = o), r ()=o) + oriog{ D pe [2528)-201}
44— —= == r(b) r(0)

e 9 (®-9) “18)
/oxvﬂ

* ris signed-square root of likelihood ratio statistic

(i in exponential families, g is Wald statistic |
\/ .
}/77- in location families, g is score statistic — L (6] v (6) . (: (_,d‘
* in Bayesian posterior, g is score statistic x prior ratio X

- derived using saddlepoint approximation
or Laplace approximation, depending on context

Mathematical Statistics Il March 21 2023 4



Causality A0S 16,17; SM 9.1.2; Cox & Donnelly 9.2

randomization; confounding; observational studies; experiments; % non - «[—ec,L,._.t,_O
“correlation is not causation”, Simpson’s ‘paradox’

counterfactuals; average treatment effect; conditional average treatment effect; ... 6—
cf

graphical models; directed acyclic graphs; causal graphs; Markov assumptions...

The Book

\

Mathematical Statistics Il March 21 2023 5


https://www.hsph.harvard.edu/miguel-hernan/causal-inference-book/

Confounding variables

Men Women 1943
Number of Number Percent | Number of Number Percent

Major applicants admitted admitted | applicants admitted admitted

A 825 512 (62— (108 8D 82 <—

B 560 353 634— 25 17 68 &—

C 325 120 374~ 593 202 34 &—

D 417 138 33&r 375 131 35 &

E 191 53 28 393 94 24 e

F 373 22 6 & (341 24, 7 &—
Total 2601 1198 L, 1835 557 @

data(UCBAdr;E:s/i;ns) Q T

< ¥

N/
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... Confounding variables

@ Gender JCH AAW'/r:n—/‘

@ Male
% Female

o
1

Log odds (Admitted

linss

'
N
1

A B c D E F
Dept
- —>
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http://euclid.psych.yorku.ca/www/psy6136/R/output/berkeley-logit.html

... Confounding variables Radelet 1981
race of death penalty death penalty
defendant imposed not imposed  percentage
white 19 1441 11.88% W2R
| black 17 149 10.2% <
— —
race of death penalty death™enalty
white victim| defendan imposed not imposed percentage
___~ white 19 132 12.58% & W<
black 11 52 17.46% <— ‘l
j; <
race of death pe death penalty
black victim| defendant impposed notwpposed percentage
white o) 9 0%
\\/ black 6 97 5.83% &~ W & 6

Mathematical Statistics I March 21 2023



Mathematical Statistics I

Simpson'’s ‘paradox’

Figure 6.9 Artificial
data illustrating
Simpson’s paradox. The
left panel shows how Y,
depends on x for each of
two values of Y,, with
observations with y, = 0
shown by blobs and those
with y, = 1 shown as
circles. The lines are from
separate straight-line
regression fits of y; on x
for each value of y, and
show positive association,| ¥
The right panel shows th
fit to the data ignoring Y,
for which the association
is negative.

E. H. Simpson called
attention to this effect in
1951, although it was
known to G. U. Yule
almost 50 years earlier.
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decreases with x, thatis, E(Y; | x) has negative slope as a function of x. This effect —
Simpson’s paradox — is due to the fact that marginalization of the joint distribution
of (Y}, Y») over Y, has reversed the sign of the association between Y, and x. Here a
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plot at once reveals that it is a bad idea to fit a common line to both groups, but the

12023



Causality and Counterfactuals A0S Ch. 16; Cox & D 9.2

SM
« X - binary treatment indicator (D we T HR e A “treatment”
Y - binary outcome could be continuous
« “X causes Y” to be distinguished from “X is associated with Y”

———

Mathematical Statistics Il March 21 2023 10



Causality and Counterfactuals A0S Ch. 16; Cox & D 9.2

X - binary treatment indicator “treatment”
Y - binary outcome could be continuous
« “X causes Y” to be distinguished from “X is associated with Y”

e

- introduce potential outcomes C,, C,

V= .
- equivalently Y = Cx or ¥ = Co(1 — X) + GiX consistency equation
— —
- causal treatment effect 6 = E(C,) — E(Co) € want to estimate this
« association a=EY|X=1)—-EY|X=0) have data to estimate
« if (Co,Cy) L X, thend =« (randomization ensures L)

Mathematical Statistics Il March 21 2023 10



Counterfactual: Examples AoS Ch.16; HR Cha

Table 2.1

A
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Rheia
Kronos
Demeter
Hades
Hestia
Poseidon
Hera

Zeus
Artemis
Apollo

Leto

Ares
Athena
Hephaestus
Aphrodite
Cyclope
Persephone
Hermes
Hebe
Dionysus
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Causal Effect and Association 40S HR Ch:1

)
c. G Co ) < e ’ ' >l
Table 1.2 &
Table 1.1 A Y
_ ( Rheia 0 0
Rheia N0 Kronos 0 1w~ Q - E (C ) ( )
Kronos 1 0 Demeter 0 0 - l
Demeter — 0. 0 Hades 0 0
Hades 0 0 i
: Hestia 1 0 3 < \ -
Hestl-a 0 0 Poseidon 1 0 -'s: ¥ Az=0 £ 3
Poseidon 1 0 Hera 1 0 <2 3
Hera 0 0 Zeus 1 1- -ﬂ-: \{ ‘ P( - 4
Zeus . 0 1 Artemis 0 1~ 13 = o.ll
Artemis g~ Apollo 0 1v
Apollo 1 0 Leto 0 0
Leto 0 1- Ares 1 k
Ares L 1 Athena 1 i
Athena l L Hephaestus |1 1
Hephaestus 0 1. Aphrodite 1 1
Aphrodite 0 1. — — Cyclope 1 1
Cyclope 0 1. C - Co Persephone )1 t
Persephone T 1+ ( Hermes 1 0
Hermes 1 0 =90 Hebe 1 0
erbe 14 0 Dionysus 1 0
Dionysus 1 0
Mathematical Statistics T March 21 2023 2
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Counterfactuals

X

“For most statistical purposes an explanatory variable [C) considered for simplicity to
have just two possible values, 0 and 1, has a causal impact on the response Y of a set of
study individuals if, for each individual:” T

« conceptually at least, ?C<might have taken either of its allowable values and thus
been different from the value actually observed; and P Q“
7

- there is evidence that, at least in an aggregate sense, Y values are obtained fey”
32(: 1 thft are systematically different from those that would have been obtained
on the same individuals had)f: o, other things being equal

The definition of the word ‘causal’ thus involves the counterfactual notion that, for any
individual,%‘might have been different from its measured value.

A central point in the definition of causality ... concerns the requirement
other things being equal”

-—

Mathematical Statistics Il March 21 2023 13



Causal treatment effect AoS Eq. (16.2)

0 = E(C) — E(Co) M{d% Eéy(-ﬁt—) § risk difference; raftiio; oij’g:s(u-‘)(b
a</ a<o = = - P (e=
(ovenpe Bt e (v ) PO e
ATE TG

ofL V(C\=|)/PCC':°)
If X is randomly assignid, then (Co, C;) is independent of)§ A 6 )/P( (o= °)

and )
o=nc)-EC) = E(c,|¥e) = E(c ey . 0

Cowfi f" wr

= %Qlftﬂ‘E(‘/))(:oB:@r(Y:') X=1) — b [\/:,\X:O> B 1h

Mathematical Statistics Il March 21 2023




Example 16.2

= O O O O

M&Xperiment‘g I[Wyb

a=4/7<1

P ——
P —

Mathematical Statistics I March 21 2023 15



Three types of causal statements

1. A well-understood evidence-based mechanism, or set of mechanisms, that links a
cause to its effect (_,{

2. two phenomena are linked by a stable association, whose direction is established M

and which cannot be explained by mutual dependence on some other allowable

o F\
variable _

3. observed association may be linked to causal effect via counterfactuals if
(Co,Cp) L X not usually testable

A{q\ | /",[ ‘kﬂ /L-«_Jo—l:j a-S‘(Tr—"( ——
Yoo T oolee #A (©0) 1 X

Mathematical Statistics Il March 21 2023 16



Conditional and marginal effects

A
- typically have additional explanatory variables (covariates) Z T
- X
+ causal effect of treatment when Z =z
2 Co\S oS
0, =E(C, | Z=2)—E(Co | Z =2) "E —

- marginal causal effect

0 =E{E(C, | Z) —E(Co | 2)}
=

Mathematical Statistics Il March 21 2023 17



Example

Table 2.2

Q

Rheia
Kronos
Demeter
Hades
Hestia
Poseidon
Hera

Zeus
Artemis
Apollo
Leto

Ares
Athena
Hephaestus
Aphrodite

Cyclope
Persephone
Hermes

Hebe
Dionysus

e e e e e e

[

r—u—u—t)ooooik

o O

e

=

p__ B~

HH»—A»—AHO»—AHC}—]OOOOOHOK

0
0

0 _J

Mathematical Statistics I
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bo =Y - J '-0)
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X = 1 —L -~ O
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Causal regression function AoS §16.2

« continuous “treatment” variable X € R
— 1 () %

- counterfactual outcome (Co, C;) — N e U au%-@r

(eo@factual function C@ N o .

0 ’/:\l‘ } } } z
0 1 2) 3_4_ 5
- observed response Y = C(X) consistency REEZRE="
v
Y
- causal regression function 31 e

Q(X) = E{C(X)} — OTIJ’O'CCf 5 2 Ys «

— —

» association regression function 0 1 2 3 4 s
r (X) _ E ( Y | X) K w > O FIGURE 16.2. The top plot shows the counterfactual function C(z) for four sub-

jects. The dots represent their X values. Since C;(z) is constant over z for all 7, there

is no causal effect. Changing the dose will not change anyone’s outcome. The lower

‘——\/—\ plot shows the causal regression function (z) = (C1(z) + C2(z) + Ca(z) + Cs(z)) /4.

The four dots represent the observed data points Y1 = Ci(X1), Y2 = C2(X2),

0 O o Ys = C3(X3), Ya = C4(X4). The dotted line represents the regression
Mathematical Statistics Il March 21 2023 (@) = E(Y|X = x). There is no causal effect since C(z) is constant for all i. 19

But there is an association since the regression curve r(z) is not constant.

—



No unmeasured confounding

* in observational studies treatment is not randomly assigned — 6(x) # r(x)

« group subjects based on additional confounding variables

« No unmeasured confounding: ‘L
{C(x);xe X} L X ]@\
== -

Ander the assumption of no unmeasured confounding,

the causal regression function
R
0(x) = /E(Y | X =X,Z =2z)dFz(2)
= ==t
can be estimated by the association function
. 1 — /A
0(x) = — Z r(x,Z;) = Po + BaX + B2Zn

n

S =1

/

Mathematical Statistics I March 21 2023

o —)

typo in (16.7)

causal reg function = adjusted treatment effect

J




No unmeasured confounding

< | Figure 9.2 Simulated
results from experiments
to compare the effect of a
treatment 7" on a response
Y that varies with a
covariate X. The lines
show the mean response
for T = 0 (solid) and

T =1 (dots). Left: the
effect of T is confounded
with dependence on X.
Right: the experiment is
balanced, with random
allocation of T dependent

0.0 1.0 2.0 3.0 0.0 1.0 2.0 3.0 on X.

Mathematical Statistics Il March 21 2023 21



Causality and observational data

“Bradford-Hill guidelines” Evidence that an observed association is causal is
strengthened if:

- the association is strong

the association is found consistently over a number of independent studies

the association is specific to the outcome studied

the observation of a potential cause occurs earlier in time than the outcome

there is a dose-response relationship

there is subject-matter theory that makes a causal effect plausible &~
the association is based on a suitable natural experiment)

o

Mathematical Statistics I March 21 2023 22



Simpson'’s paradox revisited A0S 16.4

260 16. Causal Inference

|Y=1|Y=0|Y=1]|Y=0|

X =1/ .1500 | .2250 || .1000 .0250
X =0 .0375 | .0875 || .2625 1125
Z =1 (men) Z =0 (women)
\ A .
The marginal distribution for (X,Y) is confusion of causal effect
Y=1 V=0 with association

X =1 .25 25 | .50
X =0 .30 20 | .50

.55 45 1

From these tables we find that,

PY =1X =1)-P(Y = 1|X =0) : {o

PY=1X=1,Z=1)-PY =1X=0,2Z=1) = 0.1 o
PY=1X=1,Z=0-PY =1X=0,Z=0) = 0.1 >

To summarize, we seem to have the following information:

Mathematical Statistics Il March 212023 23
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Directed graphs A0S 17; HR 6; SM 6.2

for clarifying dependence relations among random variables

SM Markov random fields

« graphs ca

Directed Acyclic Graph has\andom variables on the vertices and edges joining

X
overweight smoking \
\ / \ .
Y
heart disease cough
FIGURE 17.2. DAG for Example 17.4. FIGURE 17.3. Another DAG.

Mathematical Statistics Il March 212023 24



1: Birth

asphyxia?

. R 3: Age at
2: Disease? 'l presentation?

5: Duct

6: Cardiac 7: Lung 8: Lung

4:LVH? flow? mixing? parenchema? flow? 9: Sick?
) /
10: Hypoxia 11: Hypoxia 13: Chest )
distribution? in 02?7 12: €O2? X-ray? 14: Grunting?
/ ) / /
15: LVH 16: Lower 17: Right up. 18: CO2 19: X-ray 20: Grunting
report? body 02? quad. 02? report? report? report?

Figure 6.7 Directed
acyclic graph representing
the incidence and
presentation of six
possible diseases that
would lead to a ‘blue’
baby (Spiegelhalter et al.,
1993). LVH means left
ventricular hypertrophy.

p.252



Directed graphs and conditional independence

AoS Chay

Mathematical Statistics I

overweight smoking

heart disease cough

FIGURE 17.2. DAG for Example 17.4.

17.4 Example. Figure 17.2 shows a DAG with four variables. The probability
function for this example factors as

f(overweight, smoking, heart disease, cough)

= f(overweight) x f(smoking)

X

f(heart disease | overweight, smoking)

X

f(cough |smoking). m

17.5 Example. For the DAG in Figure 17.3, P € M(G) if and only if its
probability function f has the form

March 21 2023 [y, z,w) = f@)f()f(z | 2z,y9)f(w]|z). =

26



Probability on DAGs

* notation: G graph; V = (X,,...,X,) vertices
- The probability distribution on V is Markov if 7; are parents of X;

k

fv) =110 | m)

i=1

[y 7N
—

Y ~. 7

c

FIGURE 17.3. Another DAG. FIGURE 17.4. Yet another DAG.

Mathematical Statistics Il March 21 2023 27



DAGs and independence

If the probability distribution is Markov then W other vars except parents and desc

WJ.VV‘?TW

N
N

FIGURE 17.4. Yet another DAG.

f(a,b,c.d,e) = f(a)f(b|a)f(c|a)(d]|b,c)f(e]|d)

DL1A|{B,C}, EL{AB,C}|D, BLC|A

deducing conditional independence relations from DAGs requires more definitions

colliders, d-separators, ...

Mathematical Statistics Il March 21 2023 28



Directed graphs and causality

- variables at parent nodes are potential causes for responses at child nodes

- directed graphs often helpful adjunct to modelling with baseline variables,
intermediate responses, and outcome variables of interest

« much hard to study the full joint distribution than the usual supervised learning
approaches

« DAGs can be used to represent confounders

17. Directed Graphs and Conditional Independence

@\/\R

X ———- Y X - Y X ——-
FIGURE 17.11. Randomized study; Observational study with measured con-
M ath em atl C al Stat| St| csS I M arc h 212023 founders; Observational study with unmeasured confounders. The circled variables 29

are unobserved.



DAGs and confounders

276 17. Directed Graphs and Conditional Independence

RVANA

X m—Y X m—Y X m—Y

FIGURE 17.11. Randomized study; Observational study with measured con-
founders; Observational study with unmeasured confounders. The circled variables
are unobserved.

randomized study observational study E(Y | x) = [ E(Y | X, Z;)dFz(2)

unobserved confounder: 6 # «

E(Y | X := x); E(Y | X = x) conditioning by intervention

Mathematical Statistics Il March 21 2023 30



