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Mathematical Statistics II
STA2212H S LEC9101

Week 11 March 

31 2021 Start 

recording!

https://twitter.com/ecologyofgavin/status/1376220172533465089


Today Start Recording

1. HW 10 (current) not due until Monday April 5
HW 11 posted April 2 due April 9
Take-home posted April 9 due April 19 April 7 if I can
No class Friday April 2; no o&ce hour Monday April 5

2. Course evaluations available until April 12
3. Bayesian methods for text classi(cation; discriminant analysis
4. Intro to graphical models and causality
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Recap

• Multivariate normal distribution

• X ∼ Nk(µ,Ω)

• correlation ρij

• partial correlation ρij|−(i,j)
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Multinomial distribution AoS §14.4; SM Ex.2.36

• X ∼ Multk(n;p) Xj = number of obs in category j

• pr(X1 = x1, . . . , Xk = xk;p) =

• E(X) =

• cov(X) = AoS Thm 14.4

• p̂ =

• cov(p̂) =
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Multinomial distribution AoS §14.4; SM Ex.2.36

• X ∼ Multk(n;p) Xj = number of obs in category j

• pr(X1 = x1, . . . , Xk = xk;p) =

• E(X) =

• cov(X) = AoS Thm 14.4

• p̂ =

• cov(p̂) =
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Overview

• multivariate and multinomial distributions used to study the joint distribution

• analogous to unsupervised learning

• AoS §15.1,2: 2 binary variables; 2 discrete variables multinomial

• AoS §14.2: pairs of normal variables

• AoS §15.4 one discrete, one continuous variable

• AoS Ch.15 Inference about independence
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Overview

supervised vs unsupervised categorical vs continuous

text analysis
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Models for dependent data SM Ch. 6

• Markov chains SM §6.1

• continuous time Markov models %nite state space S SM §6.2

• Markov random (elds; directed acyclic graphs SM §6.2

• Multivariate normal SM §6.3

• Time series SM §6.4

• Point processes SM §6.5
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Markov random !elds SM §6.2

• X1, . . . , Xn a random sequence
• Markov property:

pr(Xj+1 = xj+1 | ) =

• set of sites J = {1, . . . ,n}
• neighbourhood system N = {Nj, j ∈ J }
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Directed acyclic graphs SM §6.2.2

• can be convenient for studying relationships between variables
• through a probability distribution on the graph
• that is speci(ed by a factorization of the joint density
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DAGs and Markov random !elds SM §6.2.2

31/2 and p.250
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Graphical Gaussian models SM §6.3.3
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DAGs and Causality AoS Ch.17

• Fig 17.2, Example 17.4
• Fig 17.3
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DAGs and Causality AoS Ch.17
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DAG are related to causality Causality 16
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