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Start recording!

 

https://www.theatlantic.com/science/archive/2021/03/americas-coronavirus-catastrophe-began-with-data/618287/


Why the Pandemic Experts Failed The Atlantic, Mar 15, Meyer & Madrigal

“Data might seem like an overly technical
obsession, an oddly nerdy scapegoat on
which to hang the deaths of half a million
Americans. But data are how our leaders
apprehend reality. In some sense, data are
the federal government’s reality. As a gap
opened between the data that the leaders
imagined should exist and the data that
actually did exist, it swallowed the country’s
pandemic response.”

“Before March 2020, the country had no shortage of pandemic preparation plans. Many stressed
the importance of data-driven decision making. Yet these plans largely assumed that detailed
and reliable data would simply ... exist. They were less concerned with how those data would
actually be made.”
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Recap: shrinkage estimation Are you recording?

• Bayesian hierarchical models lead to shrinkage estimators
xi | θi ∼ N(θi,σ2); θi | µ ∼ N(µ, τ 2);µ ∼ N(µ0, b2)

• shrinks towards mean of hyper-prior θ̃HB,i = wixi + (1− wi)!E(µ | x) Mar 17 Slide 3

• empirical Bayes replaces hyper-prior with estimates µ̂, τ̂ 2
using m(x;µ, τ 2) =

!
L(θ; x)π(θ | µ, τ 2)dθ

• leads to shrinkage estimators θ̃EB,i = wixi + (1− wi)µ̂
• in some models it may be possible to estimate prior nonparametrically

e.g. Poisson; EH §6.1

• SM, Example 11.30 “Shakespeare’s vocabulary data”; also EH §6.2
“How many words did Shakespeare know?” (Efron & Thisted 1976)

“Did Shakespeare write a newly discovered poem?” ( Thisted & Efron, 1987)

Mathematical Statistics II March 24 2021 5



Recap: shrinkage estimation Are you recording?

• Bayesian hierarchical models lead to shrinkage estimators
xi | θi ∼ N(θi,σ2); θi | µ ∼ N(µ, τ 2);µ ∼ N(µ0, b2)

• shrinks towards mean of hyper-prior θ̃HB,i = wixi + (1− wi)!E(µ | x) Mar 17 Slide 3

• empirical Bayes replaces hyper-prior with estimates µ̂, τ̂ 2
using m(x;µ, τ 2) =

!
L(θ; x)π(θ | µ, τ 2)dθ

• leads to shrinkage estimators θ̃EB,i = wixi + (1− wi)µ̂
• in some models it may be possible to estimate prior nonparametrically

e.g. Poisson; EH §6.1

• SM, Example 11.30 “Shakespeare’s vocabulary data”; also EH §6.2
“How many words did Shakespeare know?” (Efron & Thisted 1976)

“Did Shakespeare write a newly discovered poem?” ( Thisted & Efron, 1987)

Mathematical Statistics II March 24 2021 5

parametric EB

O



Recap: decision theory of estimation AoS Ch. 12; SM §11.5.2

• Loss function
• Risk function – average loss over model f (x | θ)

• Bayes risk – average Risk function over prior π(θ)

• Bayes estimator – minimizes Bayes risk

• minimax estimator – minimizes maximum risk

• admissible estimator – no other estimator has smaller Risk function for all θ ∈ Θ

• Bayes’ estimators with proper priors are admissible

• Stein’s paradox – when estimating many parameters, shrinkage estimators beat
non-shrinkage (mle) estimators no prior needed!
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Today Start Recording

1. Calendar, HW, Final HW
2. Friday
3. Stein’s paradox – baseball example
4. multivariate distributions (Ch 14 AoS, SM 6.3)

• Mar 29 3.00 – 4.00 pm EDT
Data Science ARES
John Aston, University of Cambridge
“Functional Data in Constrained Spaces”

• Professor of Statistics in Public Life;
formerly Chief Scienti'c Adviser
to the Home O(ce, UK Government.
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Example J-S Paradox EH §7.2
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Example J-S Paradox EH §7.2
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Multivariate distributions AoS Ch14; SM §6.3

vector random variables

expected value, variance, precision
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Multivariate distributions AoS Ch14; SM §6.3

i.i.d. samples

unbiased estimators AoS Thm 14.1
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Multivariate distributions AoS Ch14; SM §6.3

con'dence intervals for correlations AoS §14.2
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Multivariate distributions AoS Ch14; SM §6.3

multivariate normal distribution AoS Thm 14.2

sampling and likelihood function
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Multivariate distributions SM §6.3

Hotelling’s T2 statistic
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Multivariate distributions SM §6.3

partial and marginal correlation

graphical models
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Multivariate distributions SM §6.3

Mathematical Statistics II March 24 2021 17

0

I 5 5
15 5

each variable a l 5 is a node on agraph
linesbetweenshow association bet off then



Multinomial distribution AoS §14.4; EH §5.34
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