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What’s that got to do with statistics?

“BEARER-PARTY
TURN LEFT!”

subtitle “Dr. Fauci turn le!”
data quality matters
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Today

1. Grading scheme, Comments re texts text website

2. Upcoming events
3. Steps in analysis; types of studies
4. Recap Week 1
5. Linear Regression Part 2: testing groups of variables, checking model assumptions,
collinearity, p > n

6. In the news

• LM-1,2 – Linear Models with R by Faraway (1st and 2nd editions) LM (both)

• ELM-1,2 – Extending the Linear Model with R by Faraway (1st and 2nd editions)
• CD – Principles of Applied Statistics by Cox & Donnelly
• SM – Statistical Models by Davison highly rec’d for PhD
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https://julianfaraway.github.io/faraway/LMR/


Upcoming Events

• Thursday Sep 22 3.30 UY 9014
Full likelihood inference for abundance
from capture-recapture data
Pengfei Li, U Waterloo

• Thursday Nov 26 5 pm Toronto Data Workshop
Mining So)ware Repositories
Melina Vidoni Australian National U

Online
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https://utoronto.zoom.us/j/84277066292


... upcoming events

• September 29: CANSSI Ontario Research Day Schedule and Registration

• Distinguished Lecture Series in Statistical Sciences
• Xihong Lin, Harvard U Details and Registration

• September 29 3.30 89 Chestnut Street, 3rd Floor
Lessons learned from the COVID-19 Pandemic: a statistician’s re+ection

• September 30 3.30 UY9014
Ensemble methods for testing a global null hypothesis
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https://canssiontario.utoronto.ca/event/research-day-2022/
https://canssiontario.utoronto.ca/event/2022-dlss-xihong-lin/


Today

1. Grading scheme, Comments re texts
2. Upcoming events
3. Steps in analysis; types of studies
4. Recap Week 1
5. Linear Regression Part 2: testing groups of variables, checking model assumptions,
collinearity, p > n

6. In the news
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Steps in Analysis LM-2 §1.1

• understand the physical background
• understand the objective
• make sure you know what the client wants
• put the problem into statistical terms
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Steps in Analysis LM-2 §1.1

• understand the physical background
• understand the objective
• make sure you know what the client wants
• put the problem into statistical terms

• How were the data collected:
• are the data observational or experimental? etc.
• is there nonresponse
• are there missing values
• how are the data coded
• what are the units of measurement
• beware of data entry errors
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Components of investigation CD §1.2

• start with a scienti,c question
• assess how data could shed light on this
• plan data collection
• consider of sources of variation and how careful planning can minimize their impact
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Components of investigation CD §1.2

• start with a scienti,c question
• assess how data could shed light on this
• plan data collection
• consider of sources of variation and how careful planning can minimize their impact

• develop strategies for data analysis: modelling, computation, methods of analysis
• assess the properties of the methods and their impact on the question at hand

• communicate the results: accurately but not pessimistically

• visualization strategies, conveyance of uncertainties
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Experimental and observational studies LM-2 Ch.5.3,5.4; CD Ch. 1

• experiment is a study in which all key elements are under the control
of the investigator

• in an observational study features and responses of interest are measured, not
assigned by the investigator

• in an experiment, there is typically one or more treatments, and treatment is
usually assigned at random using a randomization device

• LM-2 gives two reasons for randomizing treatment assignment clinical trial
1. groups are balanced on other features on average
2. can analyse using permutation test
3. elimination of personal judgement in assigning treatment to units in the experiment

randomized, double-blind

• Example: hydroxychloroquine as a treatment for COVID
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Hydroxychloroquine New England J Medicine, June 2020
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https://www.nejm.org/doi/full/10.1056/NEJMoa2012410


Hydroxychloroquine New England J Medicine, June 2020

“In this observational study involving patients with Covid-19 who had been admitted to
the hospital, hydroxychloroquine administration was not associated with either a

greatly lowered or an increased risk of the composite end point of intubation or death.
Randomized, controlled trials of hydroxychloroquine in patients with Covid-19 are

needed.”
Applied Statistics I September 21 2022 9
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https://www.nejm.org/doi/full/10.1056/NEJMoa2012410


... hydroxychloroquine New England J Medicine, August 2020

“We conducted a randomized, double-blind, placebo-controlled trial across the United
States and parts of Canada testing hydroxychloroquine as postexposure prophylaxis.”

“This randomized trial did not demonstrate a signi,cant bene,t of hydroxychloroquine
as postexposure prophylaxis for Covid-19. ”
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https://www.nejm.org/doi/full/10.1056/NEJMoa2016638


... hydroxychloroquine also June 2020

data quality
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https://www.statnews.com/2020/06/04/lancet-retracts-major-covid-19-paper-that-raised-safety-concerns-about-malaria-drugs/


... hydroxychloroquine March 2021

Cochrane Reviews
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https://www.cochrane.org/news/chloroquine-or-hydroxychloroquine-useful-treating-people-covid-19-or-preventing-infection


... hydroxychloroquine March 2021

Hydroxychloroquine does not reduce deaths from COVID-19, and probably does not reduce the
number of people needing mechanical ventilation.

Hydroxychloroquine caused more unwanted e&ects than a placebo treatment, though it did not
appear to increase the number of serious unwanted e&ects.

We do not think new studies of hydroxychloroquine should be started for treatment of COVID

Applied Statistics I September 21 2022 13

I

https://www.cochranelibrary.com/cdsr/doi/10.1002/14651858.CD013587.pub2/full


... hydroxychloroquine March 2021
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https://www.cochranelibrary.com/cdsr/doi/10.1002/14651858.ED000151/full


Ivermectin June 2022
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Recap Week 1

• model
y = Xβ + "

• estimation
β̂LS = (XTX)−1XTy

• inference
E(β̂) = β; var(β̂) = σ2(XTX)−1

Applied Statistics I September 21 2022 16

iq iiIjYI
aren't O

nipG XBTy xp
X fill rank
xx isÉÉyjt mafia invertible

carey FI Its g Ep ss 8131 0



Recap Week 1

• model
y = Xβ + "

• estimation
β̂LS = (XTX)−1XTy

• inference
E(β̂) = β; var(β̂) = σ2(XTX)−1

• if " ∼ N(0,σ2I):
β̂ ∼ N(β,σ2(XTX)−1),

• estimate of σ2:
σ̃2 =

(y − Xβ̂)T(y − Xβ̂)
n− p

• leads to t-tests for individual components βj and con!dence intervals
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... Recap Week 1

• X is an n× p matrix of explanatory variables, which may be:
• measured in the sample LM-2 §2.6; LM-1 §2.8; SM Ex 8.3

• ,xed by design HW1; LM-1 §3.6; LM-2 §2.11; SM Ex 8.4,
• introduced to make the model more +exible LM-2 Ch.9; LM-2 Ch.7; SM Ex 8.2
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... Recap Week 1

• X is an n× p matrix of explanatory variables, which may be:
• measured in the sample LM-2 §2.6; LM-1 §2.8; SM Ex 8.3

• ,xed by design HW1; LM-1 §3.6; LM-2 §2.11; SM Ex 8.4,
• introduced to make the model more +exible LM-2 Ch.9; LM-2 Ch.7; SM Ex 8.2

• X o)en called the design matrix in R, model.matrix

• p or p+ 1?
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Example LM Exercise 2.4

summary(model1)

Call:

lm(formula = lpsa ~ ., data = prostate)

Residuals:

Min 1Q Median 3Q Max

-1.7331 -0.3713 -0.0170 0.4141 1.6381

Coefficients:

Estimate Std. Error t value Pr(>|t|)

(Intercept) 0.669337 1.296387 0.516 0.60693

lcavol 0.587022 0.087920 6.677 2.11e-09 ***

lweight 0.454467 0.170012 2.673 0.00896 **

age -0.019637 0.011173 -1.758 0.08229 .

lbph 0.107054 0.058449 1.832 0.07040 .

svi 0.766157 0.244309 3.136 0.00233 **

lcp -0.105474 0.091013 -1.159 0.24964

gleason 0.045142 0.157465 0.287 0.77503

pgg45 0.004525 0.004421 1.024 0.30886

---

Signif. codes:

0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Residual standard error: 0.7084 on 88 degrees of freedom

Multiple R-squared: 0.6548, Adjusted R-squared: 0.6234

F-statistic: 20.86 on 8 and 88 DF, p-value: < 2.2e-16

> sumary(model1)

Estimate Std. Error t value Pr(>|t|)

(Intercept) 0.6693367 1.2963875 0.5163 0.606934

lcavol 0.5870218 0.0879203 6.6767 2.111e-09

lweight 0.4544674 0.1700124 2.6731 0.008955

age -0.0196372 0.0111727 -1.7576 0.082293

lbph 0.1070540 0.0584492 1.8316 0.070398

svi 0.7661573 0.2443091 3.1360 0.002329

lcp -0.1054743 0.0910135 -1.1589 0.249638

gleason 0.0451416 0.1574645 0.2867 0.775033

pgg45 0.0045252 0.0044212 1.0235 0.308860

n = 97, p = 9, Residual SE = 0.70842, R-Squared = 0.65
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Estimation LM-2 Ch 2

• hat matrix

• residual sum of squares RSS
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Estimation LM-2 Ch 2

• hat matrix

• residual sum of squares RSS

• coe-cient of determination R2
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Estimation LM-2 Ch 2

• hat matrix

• residual sum of squares RSS

• coe-cient of determination R2

• identi,ability

• orthogonality
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Aside: Lazy Notation

• yi = xT

i β + "i, i = 1, . . . ,n

• y = Xβ + ", y, " vectors of length n
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Aside: Lazy Notation

• yi = xT

i β + "i, i = 1, . . . ,n

• y = Xβ + ", y, " vectors of length n

• y = Xβ + ", also vectors of length n the lazy way

• a generic observation y ∈ R for a generic vector of covariates x ∈ R! o)en written

y = xTβ + "

or even xβ + "

• “where we hope there is no confusion”
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Comparing Models LM 3.1,2; SM 8.5

• Residual sum of squares RSS

• Decomposition of variance TSS

Applied Statistics I September 21 2022 21

y g y y
Elly atp

Total SS Ey yty ly jegfly jeg

Ily tf t EatIII cy gtry g t jtj
HIII



Comparing Models LM 3.1,2; SM 8.5

• Residual sum of squares RSS

• Decomposition of variance TSS

• Corrected TSS
!

(yi − ȳ)2

(y − ȳ1)T(y − ȳ1) = (y − Xβ̂)T(y − Xβ̂) + β̂T(XTX)β̂ − nȳ2
n"

i=1
(yi − ȳ)2 =

n"

i=1
(yi − xT

i β̂)
2 + β̂T

2 (XT

2 X2)β̂2
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... comparing Models LM 3.1,2; SM 8.5

• Residual sum of squares RSS

• Decomposition of variance TSS
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... comparing Models LM 3.1,2; SM 8.5

• Residual sum of squares RSS

• Decomposition of variance TSS

• Corrected TSS
!

(yi − ȳ)2

(y − ȳ1)T(y − ȳ1) = (y − Xβ̂)T(y − Xβ̂) + β̂T(XTX)β̂ − nȳ2
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... comparing models

n"

i=1
(yi − ȳ)2 = (y − Xβ̂)T(y − Xβ̂) + β̂T

2 (XT

2 X2)β̂2

Total SS = Residual SS+ Regression SS

RSS, SS(β̂)

• LHS is
• comparison of LHS to SS(β̂) re+ects
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... comparing models

n"

i=1
(yi − ȳ)2 = (y − Xβ̂)T(y − Xβ̂) + β̂T

2 (XT

2 X2)β̂2

Total SS = Residual SS+ Regression SS

RSS, SS(β̂)

• LHS is
• comparison of LHS to SS(β̂) re+ects
•

F =
(TSS− RSS)/(p− 1)

RSS/(n− p) ∼

• here β = (β1,β2, . . . ,βp), but we don’t care about β1 (β0,β1, . . . ,βp−1)
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... comparing models

n"

i=1
(yi − ȳ)2 = (y − Xβ̂)T(y − Xβ̂) + β̂T(XTX)β̂

Total SS = Residual SS+ Regression SS

RSS, SS(β̂)

• LHS is residual SS ,tting only the 1-vector
• comparison of LHS to SS(β̂) re+ects importance of other βs, i.e. importance of
explanatory variables
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... comparing models

n"

i=1
(yi − ȳ)2 = (y − Xβ̂)T(y − Xβ̂) + β̂T(XTX)β̂

Total SS = Residual SS+ Regression SS

RSS, SS(β̂)

• LHS is residual SS ,tting only the 1-vector
• comparison of LHS to SS(β̂) re+ects importance of other βs, i.e. importance of
explanatory variables

•
F =

(TSS− RSS)/(p− 1)
RSS/(n− p) ∼ Fp−1,n−p
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... comparing models

n"

i=1
(yi − ȳ)2 = (y − Xβ̂)T(y − Xβ̂) + β̂T(XTX)β̂

Total SS = Residual SS+ Regression SS

RSS, SS(β̂)

• LHS is residual SS ,tting only the 1-vector
• comparison of LHS to SS(β̂) re+ects importance of other βs, i.e. importance of
explanatory variables

•
F =

(TSS− RSS)/(p− 1)
RSS/(n− p) ∼ Fp−1,n−p

• here β = (β1,β2, . . . ,βp), but we don’t care about β1 (β0,β1, . . . ,βp)
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... comparing models

• same argument can be derived for comparing submodels
• for example, testing (β2,β3,β4) = (0,0,0)
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... comparing models

• same argument can be derived for comparing submodels
• for example, testing (β2,β3,β4) = (0,0,0)

• ,t full model −→ RSSfull; ,t reduced model −→ RSSred
•

F =
(RSSred − RSSfull)/(p− q)

RSSfull/(n− p)
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... comparing models

• same argument can be derived for comparing submodels
• for example, testing (β2,β3,β4) = (0,0,0)

• ,t full model −→ RSSfull; ,t reduced model −→ RSSred
•

F =
(RSSred − RSSfull)/(p− q)

RSSfull/(n− p)

• see LM 3.1, SM §8.2 (p.367) for connection to likelihood ratio test

• when would we want to do this?
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... comparing models

head(prostate)

# lcavol lweight age lbph svi lcp gleason pgg45 lpsa

1 -0.5798185 2.7695 50 -1.386294 0 -1.38629 6 0 -0.43078

2 -0.9942523 3.3196 58 -1.386294 0 -1.38629 6 0 -0.16252

3 -0.5108256 2.6912 74 -1.386294 0 -1.38629 7 20 -0.16252

4 -1.2039728 3.2828 58 -1.386294 0 -1.38629 6 0 -0.16252

5 0.7514161 3.4324 62 -1.386294 0 -1.38629 6 0 0.37156

6 -1.0498221 3.2288 50 -1.386294 0 -1.38629 6 0 0.76547

model1 <- lm(lpsa ~ ., data = prostate)
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... comparing models

> summary(model1)

Coefficients:

Estimate Std. Error t value Pr(>|t|)

(Intercept) 0.669337 1.296387 0.516 0.60693

lcavol 0.587022 0.087920 6.677 2.11e-09 ***

lweight 0.454467 0.170012 2.673 0.00896 **

age -0.019637 0.011173 -1.758 0.08229 .

lbph 0.107054 0.058449 1.832 0.07040 .

svi 0.766157 0.244309 3.136 0.00233 **

lcp -0.105474 0.091013 -1.159 0.24964

gleason 0.045142 0.157465 0.287 0.77503

pgg45 0.004525 0.004421 1.024 0.30886

---

Residual standard error: 0.7084 on 88 degrees of freedom

F-statistic: 20.86 on 8 and 88 DF, p-value: < 2.2e-16 ←−
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... comparing models

model3 <- lm(lpsa ~ lcavol + lweight + age + lbph + svi, data = prostate)

anova(model3,model1)

Analysis of Variance Table

Model 1: lpsa ~ lcavol + lweight + age + lbph + svi

Model 3: lpsa ~ lcavol + lweight + age + lbph + svi + lcp + gleason +

pgg45

Res.Df RSS Df Sum of Sq F Pr(>F)

1 91 45.526

2 88 44.163 3 1.3625 0.905 0.4421

does this make sense?
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Factor variables

• F-tests are used when the columns to be removed form a group

• if a covariate is a factor, i.e. categorical, then lm will construct a set of dummy
variables as part of the model matrix

• these variables should either all be in, or all be out in most cases
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Factor variables

• F-tests are used when the columns to be removed form a group

• if a covariate is a factor, i.e. categorical, then lm will construct a set of dummy
variables as part of the model matrix

• these variables should either all be in, or all be out in most cases

• prostate$gleason_factor <- factor(prostate$gleason)

levels(prostate$gleason_factor)

[1] "6" "7" "8" "9"

model_fac <- lm(lpsa ~ .-gleason, data=prostate)
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... factor variables

model_fac <- lm(lpsa ~ .-gleason, data=prostate)

sumary(model_fac)

Estimate Std. Error t value Pr(>|t|)

(Intercept) 0.91328 0.84084 1.09 0.2804

lcavol 0.56999 0.09010 6.33 1.1e-08

lweight 0.46879 0.16961 2.76 0.0070

age -0.02175 0.01136 -1.91 0.0589

lbph 0.09968 0.05898 1.69 0.0946

svi 0.74588 0.24740 3.01 0.0034

lcp -0.12511 0.09559 -1.31 0.1941

pgg45 0.00499 0.00467 1.07 0.2885

gleason_factor7 0.26761 0.21942 1.22 0.2259

gleason_factor8 0.49682 0.76927 0.65 0.5201

gleason_factor9 -0.05621 0.50020 -0.11 0.9108

n = 97, p = 11, Residual SE = 0.70, R-Squared = 0.67

check model.matrix
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... factor variables

model_nog <- lm(lpsa ~ . - gleason - gleason_factor, data = prostate)

anova(model_fac, model_nog) # compare two models

Analysis of Variance Table

Model 1: lpsa ~ (lcavol + lweight + age + lbph + svi + lcp + gleason +

pgg45 + gleason_factor) - gleason - gleason_factor

Model 2: lpsa ~ (lcavol + lweight + age + lbph + svi + lcp + gleason +

pgg45 + gleason_factor) - gleason

Res.Df RSS Df Sum of Sq F Pr(>F)

1 89 44.2

2 86 42.7 3 1.48 0.99 0.4
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... factor variables

• with designed experiments, covariates are o)en factors set at
pre-determined levels

• see Ch 14 LM-2 (Ch 13 LM-1) Example 8.4 in SM
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• if the design is perfectly balanced, then X has orthogonal columns,
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... factor variables

• with designed experiments, covariates are o)en factors set at
pre-determined levels

• see Ch 14 LM-2 (Ch 13 LM-1) Example 8.4 in SM

• if the design is perfectly balanced, then X has orthogonal columns,
and XTX is diagonal

• so β̂j’s are uncorrelated, and hence independent (under normality assumption)

• more generally we might have XTX block diagonal, e.g. importance?

read Ch 3.5

Ch 3.3, 3.4, 3.6 more specialized
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In the News
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https://www.cbc.ca/news/canada/new-brunswick/humour-scientific-titles-study-1.6570771


In the News

see humour-science.pdf
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https://www.biorxiv.org/content/10.1101/2022.03.18.484880v2.full.pdf


In the News
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https://globe2go.pressreader.com/article/281762748072418


In the News
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https://www.nih.gov/news-events/news-releases/nih-study-tea-drinkers-uk-suggests-health-benefits-black-tea


In the News

see tea-study.pdf
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https://www.acpjournals.org/doi/epdf/10.7326/M22-0041


In the News
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