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Upcoming

• October 7 12.00-13.00 : STAGE International Seminar link
• Teri Manolio, National Human Genome Research Institute
• Genomic Diversity and Genomic Healthcare
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Aside: matrix derivatives

Note on Matrix Derivatives

STA 2101F: Methods of Applied Statistics I 2022

The matrix version of the linear model is

y = Xβ + ",

where y and Xβ, and " are n × 1 vectors; X is an n × p matrix and β is a p × 1
vector. To find the least squares estimator we minimize

SS(β) = (y −Xβ)T (y −Xβ) =
n!

i=1

(yi − xT
i β)

2,

where xT
i is the ith row of the matrix X. The text says “differentiating with respect

to β and setting to zero we find that β̂ satisfies

XTXβ̂ = XTy.”

Since SS(β) has a square, we expect that it’s derivative has a 2, so mindlessly

SS ′(β) = 2(y −Xβ)T (−X),

but this has the dimension 1× p, and the derivative with respect to a p× 1 vector
needs to be p× 1, so something is not quite right. In class I wrote

SS(β) = yTY − βTXTy − yTXβ + βTXTXβ, SS ′(β) = −XTy − yTX + 2XTXβ,

but these dimensions aren’t right either, because yTX is 1× p and the other terms
are p× 1.

So, let’s do it really carefully, starting from

SS(β) =
n!

i=1

(yi − β1xi1 − · · ·− βpxip)
2.

∂SS(β)

∂β1

= −2
n!

i=1

xi1(yi − β1xi1 − · · ·− βpxip) = 0

...

∂SS(β)

∂βp

= −2
n!

i=1

xip(yi − β1xi1 − · · ·− βpxip) = 0

1
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Aside: partitioning SS
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Linear regression recap

• factor variables: a factor with k levels needs k− 1 parameters
• linear model assumptions: E(y) = Xβ, cov(Y) = σ2I, y = Xβ + ε, ε ∼ N(0,σ2I)
• true residuals have constant variance
• true residuals are normally distributed
• true residuals are independent

• Shapiro-Wilk test?
• reminder: Q-Q plot of a vector of observations z
• y-axis: ordered observations z(1), . . . z(n)
• x-axis: theoretical quantiles from distribution F: F−1{i/(n+ 1)} ≃ E(X(i))
• SW test is a summary of weighted LS regression from this plot
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... linear regression recap

• H = X(XTX)−1XT hat matrix ŷ = Xβ̂ = Hy
• hii measures the leverage of observation i on the fitted model
• var(ε̂i) = σ2(1− hii)
• Ci Cook’s distance measures the influence of observation i on the fit

Ci =
(ŷ − ŷ−i)T(ŷ − ŷ−i)

pσ̃2 =
r2i hii

p(1− hii)
called Di in LM-2 §6.2.3, LM-1 §4.2.3

• Durbin-Watson test checks for auto-correlation in residuals
• may be useful if the residual plots seem to oscillate,
or if the data are collected over time

• collinearity: if there is a linear relationship among columns of X, then individual
coefficients are not well-determined

• check condition number of XTX LM-2 §7.3; LM-1 §5.3
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LM-2 Figure 6.7
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Three tasks related to linear regression

• Estimation of β, and estimation of its standard error – for inference about E(y | x)
alternatively comparing sub-models using F-tests

• Prediction of y+, say, given a new vector of explanatory variables x+
LM-2 Ch.4, LM-1 §3.5, SM §8.3.2

• Model Selection: which explanatory variables do we need
for prediction or inference?
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+β̂; var(ŷ+) = σ2x+(XTX)−1x+
assuming ...

Applied Statistics I October 5 2022 8



Three tasks related to linear regression

• Estimation of β, and estimation of its standard error – for inference about E(y | x)
alternatively comparing sub-models using F-tests

• Prediction of y+, say, given a new vector of explanatory variables x+
LM-2 Ch.4, LM-1 §3.5, SM §8.3.2

• Model Selection: which explanatory variables do we need
for prediction or inference?

These same questions arise in other models such as logistic regression, analysis of
survival data, and so on, but the generic linear model is often a good starting point

• Prediction: y+ = xT
+β + ε; ŷ+ = xT

+β̂; var(ŷ+) = σ2x+(XTX)−1x+
assuming ...

• error in expected response different from
prediction error E(y+ − ŷ+)2 = σ2 + var(ŷ+)
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Model Selection LM-2 Ch.10; LM-1 Ch.8; SM, Ch.8.7

• “analyses should be as simple as possible, but no simpler”
• What variables should we keep in the model ?
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Model Selection LM-2 Ch.10; LM-1 Ch.8; SM, Ch.8.7

• “analyses should be as simple as possible, but no simpler”
• What variables should we keep in the model ?
• Hierarchical models: some models have a natural hierarchy: polynomials, factorial
structure, auto-regressive, sinusoidal, ...

• in these models the ‘highest’ level of the hierarchy is removed first
• e.g. y = β0 + β1x + β2x2 + ε should *not* be simplified to y = β0 + β2x2 + ε

• e.g. if interaction terms are included, then main effects and other 2nd-order terms
also need to be included: y = β0 + β1x1 + β2x2 + β12x1x2 + β11x21 + β22x22 + ε

• *not* y = β0 + β1x1 + β2x2 + β12x1x2 + ε unless x = 0/1
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Model Selection LM-2 Ch.10; LM-1 Ch.8; SM, Ch.8.7

• “analyses should be as simple as possible, but no simpler”
• What variables should we keep in the model ?
• Hierarchical models: some models have a natural hierarchy: polynomials, factorial
structure, auto-regressive, sinusoidal, ...

• in these models the ‘highest’ level of the hierarchy is removed first
• e.g. y = β0 + β1x + β2x2 + ε should *not* be simplified to y = β0 + β2x2 + ε

• e.g. if interaction terms are included, then main effects and other 2nd-order terms
also need to be included: y = β0 + β1x1 + β2x2 + β12x1x2 + β11x21 + β22x22 + ε

• *not* y = β0 + β1x1 + β2x2 + β12x1x2 + ε unless x = 0/1

• y = β0 + β1 sin(2πx) + β2 cos(2πx) + β3 sin(4πx) + β4 cos(4πx) + ε

• yt = β0 + αyt−1 + ε yt = β0 + α1yt−1 + α2yt−2ε *not* yt = β0 + α2yt−2 + ε
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... Model Selection LM-2 Ch.10; LM-1 Ch.8; SM, Ch.8.7

• testing procedures: forward selection, backward selection, stepwise selection
• it is quite common to fit all explanatory variables, and then drop if p > 0.05
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• if estimates and estimated standard errors don’t change very much, may be okay
• if estimates and estimated standard errors change a lot, cause for concern
• if estimates change sign, points to possibly extreme confounding
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... Model Selection LM-2 Ch.10; LM-1 Ch.8; SM, Ch.8.7

• testing procedures: forward selection, backward selection, stepwise selection
• it is quite common to fit all explanatory variables, and then drop if p > 0.05
• if estimates and estimated standard errors don’t change very much, may be okay
• if estimates and estimated standard errors change a lot, cause for concern
• if estimates change sign, points to possibly extreme confounding
• importance of retained explanatory variables probably overstated
• procedures not directly linked to final objectives of prediction or explanation
• tends to pick models that are smaller than desirable for prediction LM-2 10.2, LM-1 8.2

• “should be discouraged” LM-2 10.2
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... Model Selection LM-2 Ch.10; LM-1 Ch.8; SM, Ch.8.7

• Criterion-based procedures most widely used

• AIC = n log(RSS/n) + 2p balance between fit and parsimony
RSS: residual sum of squares
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... Model Selection LM-2 Ch.10; LM-1 Ch.8; SM, Ch.8.7

• Criterion-based procedures most widely used

• AIC = n log(RSS/n) + 2p balance between fit and parsimony
RSS: residual sum of squares

• BIC = n log(RSS/n) + log(n)p choose models with smallest AIC or BIC

• Cp = RSSp/σ̃2 + 2p− n estimates average MSE of prediction

• R2a = 1− RSS/(n− p)
TSS/(n− 1) = 1−

σ̂2model
σ̂2null

• SM has yet another version AICc which may be better than AIC for linear models

• Cp and R2a are only useful for linear models; AIC and BIC more general
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... Model Selection LM-2 Ch.10; LM-1 Ch.8; SM, Ch.8.7

step(model1)

...

Step: AIC=-61.37

lpsa ~ lcavol + lweight + age + lbph + svi

Df Sum of Sq RSS AIC

<none> 45.526 -61.374

- age 1 0.9592 46.485 -61.352

- lbph 1 1.8568 47.382 -59.497

- lweight 1 3.2251 48.751 -56.735

- svi 1 5.9517 51.477 -51.456

- lcavol 1 28.7665 74.292 -15.871

Call:

lm(formula = lpsa ~ lcavol + lweight + age + lbph + svi, data = prostate)

Coefficients:

(Intercept) lcavol lweight age lbph svi

0.95100 0.56561 0.42369 -0.01489 0.11184 0.72095
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Model Building CD §6.5

• hierarchical principle, testing procedures, criterion-bsed procedures, all provide
guidance on how to choose x’s

• in a linear regression model and extensions

• rote application of any of these methods gives little insight
into the structure of the model
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Model Building CD §6.5

• hierarchical principle, testing procedures, criterion-bsed procedures, all provide
guidance on how to choose x’s

• in a linear regression model and extensions

• rote application of any of these methods gives little insight
into the structure of the model

• Empirical models: “In many fields of study the models used as a basis for
interpretation do not have a special subject-matter base, but, rather represent
broad patterns of haphazard variation quite widely seen in at least approximate
form

• this is typically combined with a specificaton of the systematic part of the variation,
which is often, although nto always, the primary focus of interest”

• E(y | X) = Xβ
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... Model Building CD §7.3

“Supose that, at some point in the analysis, interest is focused on the role of a
particular explanatory variable or variables, xj, say, on the response y. Then the
following points are relevant:

• the value, standard error, and interpretation of β̂j depends on the other variables in
the model
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the model

• relatively mechanical methods of choosing which explanatory variables to use may
be helpful in preliminary exploration, especially if p is quite large, but are insecure
as a basis for final interpretation
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... Model Building CD §7.3

“Supose that, at some point in the analysis, interest is focused on the role of a
particular explanatory variable or variables, xj, say, on the response y. Then the
following points are relevant:

• the value, standard error, and interpretation of β̂j depends on the other variables in
the model

• relatively mechanical methods of choosing which explanatory variables to use may
be helpful in preliminary exploration, especially if p is quite large, but are insecure
as a basis for final interpretation

• explanatory variables not of direct interest but known to have a substantial effect
should be included

• it may be essential to recognize that several different models are potentially
equally effective
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Example SM Eg 8.29

• nuclear plant data Cox & Snell 1981

• library(SMPracticals); data(nuclear); View(nuclear); ?nuclear
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... Example SM Eg 8.29

– could also use stepAIC or leaps::regsubsets
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... Example Cox & Snell

• transformation of variables: cost, T1, T2, cap, cum.n all converted to log
• “partly to lead to unit-free parameters whose values can be interpreted in terms of
power-law relations between the original variables”

• “Costs are typically relative. Moreover large costs are likely to vary more than small
ones. For consistency we also take logs of the other quantitative covariates” SM
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Applied Statistics I October 5 2022 18



... Example Cox & Snell

• transformation of variables: cost, T1, T2, cap, cum.n all converted to log
• “partly to lead to unit-free parameters whose values can be interpreted in terms of
power-law relations between the original variables”

• “Costs are typically relative. Moreover large costs are likely to vary more than small
ones. For consistency we also take logs of the other quantitative covariates” SM

• backward elimination leaves six variables with residual mean square
0.0253 = 0.1592; none of the eliminate variables is significant if re-introduced”

• variable PT is unbalanced
• check on the model includes interaction with PT one variable at a time
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... Example Cox & Snell

nuclear.lm2 <- lm(log(cost) ~ date + log(cap) + ne + ct + log(cum.n) + pt,

data = nuclear)

(Intercept) date log(cap) ne

-13.26031 0.21241 0.72341 0.24902

ct log(cum.n) pt

0.14039 -0.08758 -0.22610

> update(nuclear.lm, .~. + pt*log(cap))$coef

(Intercept) date log(cap) ne

-13.08645 0.21044 0.71761 0.24841

ct log(cum.n) pt log(cap):pt

0.13998 -0.08683 -2.18759 0.29159
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Lasso LM-2 11.4

• y = Xβ + ε, suppose p very large
• if p > n then RSS = 0 with n explanatory variables
• no reduction in complexity; nothing learned about the relationship between y and X
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Lasso LM-2 11.4

• y = Xβ + ε, suppose p very large
• if p > n then RSS = 0 with n explanatory variables
• no reduction in complexity; nothing learned about the relationship between y and X

• we expect few variables to be “active”, i.e. useful in explaining variation in y s << n

• how do we find them? penalized regression regularized

•
argmin

β
{(y − Xβ)T(y − Xβ) + λ||β||0}

||β0|| = #{j : βj ∕= 0}
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... Lasso LM-2 11.4

•
argmin

β
{(y − Xβ)T(y − Xβ) + λ||β||0}

||β0|| = #{j : βj ∕= 0}
• non-convex optimization problem; computationally challenging
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... Lasso LM-2 11.4

•
argmin

β
{(y − Xβ)T(y − Xβ) + λ||β||0}

||β0|| = #{j : βj ∕= 0}
• non-convex optimization problem; computationally challenging
• convex relaxation of this is

argmin
β

{(y − Xβ)T(y − Xβ) + λ||β||1}

‖|β||1 =
p!

j=1

|βj|
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... Lasso LM-2 11.4

•
argmin

β
{(y − Xβ)T(y − Xβ) + λ||β||0}

||β0|| = #{j : βj ∕= 0}
• non-convex optimization problem; computationally challenging
• convex relaxation of this is

argmin
β

{(y − Xβ)T(y − Xβ) + λ||β||1}

‖|β||1 =
p!

j=1

|βj|

• resulting estimate β̂λ called the Lasso estimate
• has the property that many β̂λ,j are 0
• another route to variable selection
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... Lasso LM-2 11.4

> require(glmnet)

> x <- model.matrix(nuclear.lm)

> y <- log(nuclear$cost)

> nuclear.lasso <- glmnet(x,y)

> plot(nuclear.lasso)

> cv.glmnet(x,y)

Lambda Index Measure SE Nonzero

min 0.0295 24 0.0427 0.0105 6

1se 0.0621 16 0.0530 0.0142 5

> coef(nuclear.lasso, s = 0.05)
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Design of Studies CD, Ch.2

• common objectives
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Design of Studies CD, Ch.2

• common objectives
• to avoid systematic error, that is distortion in the conclusions arising from sources
that do not cancel out in the long run

• to reduce the non-systematic (random) error to a reasonable level by replication
and other techniques

• to estimate realistically the likely uncertainty in the final conclusions
• to ensure that the scale of effort is appropriate
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... design of studies

• we concentrate largely on the careful analysis of individual studies
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... design of studies

• we concentrate largely on the careful analysis of individual studies
• in most situations synthesis of information from different investigations is needed
• but even there the quality of individual studies remains important
• examples include overviews (such as the Cochrane reviews)
• in some areas new investigations can be set up and completed relatively quickly;
design of individual studies may then be less important
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... design of studies

• formulation of a plan of analysis
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... design of studies

• formulation of a plan of analysis
• establish and document that proposed data are capable of addressing the research
questions of concern

• main configurations of answers likely to be obtained should be set out
• level of detail depends on the context
• even if pre-specified methods must be used, it is crucial not to limit analysis
• planned analysis may be technically inappropriate
• more controversially, data may suggest new research questions or replacement of
objectives

• latter will require confirmatory studies
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Unit of study and analysis

• smallest subdivision of experimental material that may be assigned to a treatment
context: Expt
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• Example: public health intervention – unit is often a community/school/...
• split plot experiments have two classes of units of study and analysis
• in investigations that are not randomized, it may be helpful to consider what the
primary unit of analysis would have been, had a randomized experiment been
feasible

• the unit of analysis may not be the unit of interpretation – ecological bias
systematic difference between impact of x at different levels of aggregation

Applied Statistics I October 5 2022 30



Unit of study and analysis

• smallest subdivision of experimental material that may be assigned to a treatment
context: Expt

• Example: RCT – unit may be a patient, or a patient-month (in crossover trial)
• Example: public health intervention – unit is often a community/school/...
• split plot experiments have two classes of units of study and analysis
• in investigations that are not randomized, it may be helpful to consider what the
primary unit of analysis would have been, had a randomized experiment been
feasible

• the unit of analysis may not be the unit of interpretation – ecological bias
systematic difference between impact of x at different levels of aggregation

• on the whole, limited detail is needed in examining the variation within the unit of
study

Applied Statistics I October 5 2022 30



Types of observational studies

• secondary analysis of data collected for another purpose
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Types of observational studies

• secondary analysis of data collected for another purpose
• estimation of a some feature of a defined population (could in principle be found
exactly)

• tracking across time of such features
• study of a relationship between features, where individuals may be examined

• at a single time point
• at several time points for different individuals
• at different time points for the same individual

• experiment: investigator has complete control over treatment assignment
• census
• meta-analysis: statistical assessment of a collection of studies on the same topic
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Avoidance of systematic error CD §2.4

• “distortion in the conclusions arising from irrelevant sources that do not cancel out
in the long run”
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Avoidance of systematic error CD §2.4

• “distortion in the conclusions arising from irrelevant sources that do not cancel out
in the long run”

• can arise through systematic aspects of, for example, a measuring process, or the
spatial or temporal arrangement of units

• this can often be avoided by design, or adjustment in analysis
• can arise by the entry of personal judgement into some aspect of the data
collection process

• this can often be avoided by randomization and blinding
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