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Today Start Recording

1. Upcoming events, Project

2. Linear Regression Part 6: randomization designs, random e$ects, factorial
experiments

3. Logistic Regression

4. In the News
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Today Start Recording

1. Upcoming events, Project

2. Linear Regression Part 6: randomization designs, random e$ects, factorial
experiments

3. Logistic Regression

4. In the News

5. Third hour – HW Comments – HW3, HW4
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Syllabus – update

Syllabus Updated Oct 19 STA 2101F: Methods of Applied Statistics I 2021

Week Date Methods References
1 Sept 15 Review of Linear Re-

gression
LM-2 Ch.2-4; LM-1
Ch.2-3; CD Ch.1; SM
Ch.8.2.1, 8.3

2 Sept 22 Model compari-
son, diagnostics,
collinearity, factors,
steps in analysis,
components of inves-
tigation, design and
analysis

LM-2 Ch.1,3, Ch.14-
1,2; LM-1 Ch.1,3,
Ch.13; CD Ch.1

3 Sept 29 Model Comparison,
diagnostics; Model
Selection, Types of
Studies

LM-2 Ch.6; LM-1
Ch. 4; CD Ch.1,2
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Upcoming

• Thursday Oct 21 3.30
A top-down approach to understanding deep learning Zoom Link
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Upcoming

• Thursday Oct 21 3.30
A top-down approach to understanding deep learning Zoom Link

• Friday Oct 22 Toronto Data Workshop Zoom link
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https://utoronto.zoom.us/j/84277066292


... Upcoming

• Monday Oct 25 3.30
Opinionated practices for teaching reproducibility: motivation, guided instruction
and practice Register
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Project Dataset List

1. OECD:  https://stats.oecd.org/  
In addition, there is a special R package for the OECD database. 

 
2. Ontario Government: https://data.ontario.ca/en/ 

 
3. Covid:  https://www.openicpsr.org/openicpsr/search/covid19/studies 

repository for data examining the social, behavioral, public health, and economic 
impact of the novel coronavirus global pandemic  

 
4. General: A great source for datasets is the Google dataset search page. 

 
5. Climate data: NOAA Climate Data Store (CDS) contains an abundance of forecast, 

reanalysis, observation and climate model datasets spanning many different temporal 
and spatial ranges. This data can be found here. 

 
6. Medicine: Some articles in Nature Medicine have linked datasets. A couple of such 

articles related to COVID19 are below:  
Immune response data 
predictors of COVID19 epidemic The latter dataset is posted on 
https://figshare.com/ platform that is hosting other datasets too. 

7. General: You can find datasets in the UCI Machine Learning Repository: (but these are 
kind of tired) https://archive.ics.uci.edu/ml/datasets.php   

 
8. Urban: Here is the link to Toronto open data portal https://open.toronto.ca/ There are 

many data set related to our city! For example transportation, housing, environment, 
etc.  
 

9. Economics: I found a database including quarterly economic measures for a large 
number of indicators, for each country separately, and for the entire EU block. We can 
retrieve the data at EuroStat (https://ec.europa.eu/eurostat/home). The data includes 
multivariate and longitudinal features (economic indicators) that will be used in 
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Recap: Design of studies

• design of studies: systematic error, random error, estimation of uncertainty
• plan of analysis, role of individual studies
• unit of analysis; unit of interpretation ecological bias

• interaction: between factors, between factor and continuous variables

Applied Statistics I October 20 2021 6

bias variance

tT

III interactionRofx a group
leads

to differentslopes



Recap: Observational studies SM 9.1, LM-2 5.4, LM-1 3.7

• “treatment” is not assigned to units, only observed
• any observed e$ect of treatment cannot be assumed to be causal

“correlation is not causation”
• we can try to assess the e$ect by controlling for other variables that may also
in)uence the response

• but we cannot control for unmeasured variables
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Types of observational studies

• secondary analysis of data collected for another purpose
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Types of observational studies

• secondary analysis of data collected for another purpose

• estimation of a some feature of a de*ned population (could in principle be found
exactly)

• tracking across time of such features
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Types of observational studies

• secondary analysis of data collected for another purpose

• estimation of a some feature of a de*ned population (could in principle be found
exactly)

• tracking across time of such features

• study of a relationship between features, where individuals may be examined
• at a single time point
• at several time points for di%erent individuals
• at di%erent time points for the same individual
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Types of observational studies

• secondary analysis of data collected for another purpose

• estimation of a some feature of a de*ned population (could in principle be found
exactly)

• tracking across time of such features

• study of a relationship between features, where individuals may be examined
• at a single time point
• at several time points for di%erent individuals
• at di%erent time points for the same individual

• census

• meta-analysis: statistical assessment of a collection of studies on the same topic
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Factorial experiments: examples LM-2 Ch.14, LM-1 Ch.13

• Read Ch.14 or 13 of LM – one factor variable and one continuous variable
• Example: fruit)y
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... Factorial experiments: examples SM Ch.8
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... Factorial experiments: examples SM Ch.8
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Some classical designs SM Ch.9

• completely randomized:
SM Example 9.2 – one factor with 4 levels; LM-2 15.2, LM-2 14.2
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Some classical designs SM Ch.9

• completely randomized:
SM Example 9.2 – one factor with 4 levels; LM-2 15.2, LM-2 14.2

• all the examples in LM-2 Ch.15, 16; LM-1 Ch. 13,14
SM Example 9.6 (See Table 8.10) – two factors with 3 and 4 levels, replicated
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Some classical designs SM Ch.9

• randomized blocks:
SM Example 9.3 – one treatment factor with 4 levels, one blocking factor with 8
levels
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Some classical designs SM Ch.9

• randomized blocks:
SM Example 9.3 – one treatment factor with 4 levels, one blocking factor with 8
levels

• LM-2 17.1; LM-1 16.1
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Some classical designs SM Ch.9

• randomized blocks:
SM Example 9.3 – one treatment factor with 4 levels, one blocking factor with 8
levels

• LM-2 17.1; LM-1 16.1
• incomplete RB SM Example 9.4 – each block has only some treatments
• Latin square SM Example 9.5 – two blocking factors
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Analysis of variance: one-factor design FLM-2 Ch.15; FLM-1 Ch.14; SM 9.2.1

• design: one factor with I levels; J responses at each level

Applied Statistics I October 20 2021 14



Analysis of variance: one-factor design FLM-2 Ch.15; FLM-1 Ch.14; SM 9.2.1

• design: one factor with I levels; J responses at each level
• model

yij = µ+ αi + "ij, j = 1, . . . J; i = 1, . . . I; "ij ∼ (0,σ2)

Applied Statistics I October 20 2021 14

I
CR design

a D rid

jyy y t other ay's

vorcyij 02

di change in Ely gig for baseline to
kite group i

114 ayg
poofter



Analysis of variance: one-factor design FLM-2 Ch.15; FLM-1 Ch.14; SM 9.2.1

• design: one factor with I levels; J responses at each level
• model

yij = µ+ αi + "ij, j = 1, . . . J; i = 1, . . . I; "ij ∼ (0,σ2)

• parameters:
• µ = E(yij) if all αi ≡ 0;
• α2 is change from µ in E(y2j) in group 2, etc. using the R convention that α1 = 0
• "ij is noise variation in response not attributed to factor variable
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Analysis of variance: one-factor design FLM-2 Ch.15; FLM-1 Ch.14; SM 9.2.1

• design: one factor with I levels; J responses at each level
• model

yij = µ+ αi + "ij, j = 1, . . . J; i = 1, . . . I; "ij ∼ (0,σ2)

• parameters:
• µ = E(yij) if all αi ≡ 0;
• α2 is change from µ in E(y2j) in group 2, etc. using the R convention that α1 = 0
• "ij is noise variation in response not attributed to factor variable

•
!

ij
(yij − ȳ..)2 =
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Analysis of variance: one-factor design FLM-2 Ch.15; FLM-1 Ch.14; SM 9.2.1

Term degrees of freedom sum of squares mean square F-statistic
treatment (I− 1)

!
ij(ȳi. − ȳ..)2

!
ij(ȳi. − ȳ..)2/(I− 1) MStreatment/MSerror

error I(J− 1)
!

ij(yij − ȳi.)2
!

ij(yij − ȳi.)2/{I(J− 1)}
total(corrected) IJ− 1

!
ij(yij − ȳ..)2

Applied Statistics I October 20 2021 15

aou diet coag data

Ego g
rot acrossjps

is war with Jps
Ffest Ho d I 4 0



Analysis of variance: one-factor design FLM-2 Ch.15; FLM-1 Ch.14; SM 9.2.1

Term degrees of freedom sum of squares mean square F-statistic
treatment (I− 1)

!
ij(ȳi. − ȳ..)2

!
ij(ȳi. − ȳ..)2/(I− 1) MStreatment/MSerror

error I(J− 1)
!

ij(yij − ȳi.)2
!

ij(yij − ȳi.)2/{I(J− 1)}
total(corrected) IJ− 1

!
ij(yij − ȳ..)2

Term degrees of freedom sum of squares mean square F-statistic
treatment (I− 1) SSbetween MSbetween MSbetween/MSwithin
error I(J− 1) SSwithin MSwithin

total(corrected) IJ− 1 SStotal
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Analysis of variance: one-factor design FLM-2 Ch.15; FLM-1 Ch.14; SM 9.2.1

Term degrees of freedom sum of squares mean square F-statistic
treatment (I− 1)

!
ij(ȳi. − ȳ..)2

!
ij(ȳi. − ȳ..)2/(I− 1) MStreatment/MSerror

error I(J− 1)
!

ij(yij − ȳi.)2
!

ij(yij − ȳi.)2/{I(J− 1)}
total(corrected) IJ− 1

!
ij(yij − ȳ..)2

Term degrees of freedom sum of squares mean square F-statistic
treatment (I− 1) SSbetween MSbetween MSbetween/MSwithin
error I(J− 1) SSwithin MSwithin

total(corrected) IJ− 1 SStotal

!

ij
(yij − ȳ..)2 =

!

ij
(yij − ȳi. + ȳi. − ȳ..)2

=
!

ij
(ȳi. − ȳ..)2 +

!

ij
(yij − ȳi.)2
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... anova SM Ex.9.2
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... anova SM Ex.9.2
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... anova LM-2 15.2; LM-1 14.2

anova(lm(coag ~ diet, data = coagulation))

Response: coag

Df Sum Sq Mean Sq F value Pr(>F)

diet 3 228 76.0 13.571 4.658e-05 ***

Residuals 20 112 5.6
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... anova LM-2 15.2; LM-1 14.2

constant
varianceApplied Statistics I October 20 2021 18
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Comparison of group means

• model
yij = µ+ αi + "ij, j = 1, . . . Ji; i = 1, . . . I
group sizes unequal

• assumption "ij ∼ N(0,σ2)
• var(ȳi. − ȳi′.) =
•

Ȳi. − Ȳi′.
σ̃
√
(1/Ji + 1/Ji′)

∼

• 95% con*dence intervals

• correction for multiple testing using
HSD

> options(contrasts = c("contr.sum", "contr.poly"))

> summary(lm(coag~diet, data = coagulation))

Call:

lm(formula = coag ~ diet, data = coagulation)

Residuals:

Min 1Q Median 3Q Max

-5.00 -1.25 0.00 1.25 5.00

Coefficients:

Estimate Std. Error t value Pr(>|t|)

(Intercept) 64.000 0.498 128.54 < 2e-16 ***

diet1 -3.000 0.974 -3.08 0.00589 **

diet2 2.000 0.845 2.37 0.02819 *

diet3 4.000 0.845 4.73 0.00013 ***
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... Comparison of group means
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... Comparison of group means

>TukeyHSD(aov(coag ~ diet, data = coagulation))

Tukey multiple comparisons of means

95% family-wise confidence level

Fit: aov(formula = coag ~ diet, data = coagulation)

$diet

diff lwr upr p adj

B-A 5 0.725 9.28 0.018

C-A 7 2.725 11.28 0.001

D-A 0 -4.056 4.06 1.000

C-B 2 -1.824 5.82 0.477

D-B -5 -8.577 -1.42 0.004

D-C -7 -10.577 -3.42 0.000

> plot(.Last.value)
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Multiple comparisons

• Tukey’s “Honest Signi*cant Di$erence” adjusts for selection
based on distribution of the largest of a set of T-statistics
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Multiple comparisons

• Tukey’s “Honest Signi*cant Di$erence” adjusts for selection
based on distribution of the largest of a set of T-statistics

• The Bonferroni method makes an approximate correction to the p-values:
preported = pcomputed × number of comparisons

• this controls the family-wise error rate
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Multiple comparisons

• Tukey’s “Honest Signi*cant Di$erence” adjusts for selection
based on distribution of the largest of a set of T-statistics

• The Bonferroni method makes an approximate correction to the p-values:
preported = pcomputed × number of comparisons

• this controls the family-wise error rate

• Benjamini-Hochberg controls the False Discovery Rate FDR; less conservative than
Bonferroni

• see LM-2 Ch.15.5 (posted on class web page) STA2212S
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Components of variance SM 9.4

• in some settings, the one-way layout refers to sampled groups
• not an assigned treatment
• e.g. a sample of people, with several measurements taken on each person
• yij = µ+ αi + "ij as before, but with di$erent assumptions
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Components of variance SM 9.4

• in some settings, the one-way layout refers to sampled groups
• not an assigned treatment
• e.g. a sample of people, with several measurements taken on each person
• yij = µ+ αi + "ij as before, but with di$erent assumptions
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...components of variance SM 9.4

• yij = µ+ αi + "ij, "ij ∼ (0,σ2), αi ∼ (0,σ2a) i = 1, . . . , T; j = 1 . . .R
• variance of response within subjects
• variance of response between subjects
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...components of variance SM 9.4

• yij = µ+ αi + "ij, "ij ∼ (0,σ2), αi ∼ (0,σ2a) i = 1, . . . , T; j = 1 . . .R
• variance of response within subjects
• variance of response between subjects

• as before, !

ij
(yij − ȳ..)2 =

!

ij
(ȳi. − ȳ..)2 +

!

ij
(yij − ȳi.)2
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...components of variance SM 9.4

• yij = µ+ αi + "ij, "ij ∼ (0,σ2), αi ∼ (0,σ2a) i = 1, . . . , T; j = 1 . . .R
• variance of response within subjects
• variance of response between subjects

• as before, !

ij
(yij − ȳ..)2 =

!

ij
(ȳi. − ȳ..)2 +

!

ij
(yij − ȳi.)2

• random e$ects induce dependence among measurements on the same subject: ntbc

cov(yij, yij′) = σ2A

• SSwithin ∼ σ2χ2T(R−1) SSbetween ∼ (Rσ2A + σ2)χ2T−1 leads to F-test for H0 : σ2A = 0
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Analysis of two-factor designs LM-2 Ch16; LM-1 Ch15; SM Ch9.2
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Analysis of two-factor designs LM-2 Ch16; LM-1 Ch15; SM Ch9.2

• model: yijk = µ+ αi + βj + (αβ)ij + "ijk, i = 1, . . . , I; j = 1, . . . J; k = 1, . . . ,R

• analysis of variance

• comparison of means

• interaction plots
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... analysis of two-factor designs LM-2 Ch16; LM-1 Ch15; SM Ch9.2

> library(SMPracticals}

> data(poisons)

> pmod <- lm(time ~ poison + treat, data = poisons)

> anova(pmod)

Analysis of Variance Table

Response: time

Df Sum Sq Mean Sq F value Pr(>F)

poison 2 1.033 0.517 23.22 3.3e-07 ***

treat 3 0.921 0.307 13.81 3.8e-06 ***

poison:treat 6 0.250 0.042 1.87 0.11

Residuals 36 0.801 0.022

> with(poisons, interaction.plot(treat,poison,time))

> with(poisons, interaction.plot(poison,treat,time))
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... analysis of two-factor designs LM-2 Ch16; LM-1 Ch15; SM Ch9.2
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Two-way layout without replication LM-2 16.1; LM-1 15.1
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Randomized block design

!

ij
(yij − ȳ..)2 =

!

ij
(yij − ȳi. + ȳi. − ȳ.j + ȳ.j − ȳ..)2

=
!

ij
(yij − ȳi. − ȳ.j + ȳ..)2 +

!

ij
(ȳi. − ȳ..)2 +

!

ij
(ȳ.j − ȳ..)2
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Estimation of σ2

Analysis of Variance Table

Response: yield

Df Sum Sq Mean Sq F value Pr(>F)

variety 7 77524 11074.8 8.2839 1.804e-05 ***

block 4 33396 8348.9 6.2449 0.001008 **

Residuals 28 37433 1336.9

---

Residual standard error: 36.56 on 28 degrees of freedom
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Estimation of σ2

Analysis of Variance Table

Response: yield

Df Sum Sq Mean Sq F value Pr(>F)

variety 7 77524 11074.8 8.2839 1.804e-05 ***

block 4 33396 8348.9 6.2449 0.001008 **

Residuals 28 37433 1336.9

---

Residual standard error: 36.56 on 28 degrees of freedom

The interaction between blocks and treatments is used to estimate error. This is
sometimes justi*ed by assuming the block e$ects βj are random.
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In the News
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... in the news Shotwell, 2021, Sep 7
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... in the news Shotwell, 2021, Sep 7

9/9/2021 Why the Economist's excess death model is misleading • Gordon Shotwell
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... in the news Globe & Mail Oct 14
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WHO Africa link
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WHO Africa link
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Binary responses ELM, Ch.1

• simple linear regression E(yi | xi) = β0 + β1xi, var(yi | xi) = σ2

• suppose y ∈ {0, 1}

• examples

• E(yi | xi) =
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Binomial Data FELM, Ch. 2, SM, Ch.1; §4.4,5;
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... Binomial Data FELM, Ch. 2, SM, Ch.1; §4.4,5;
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Link

Dalal et al (1989) Journal of the American Statistical Association

http://amstat.tandfonline.com/doi/pdf/10.1080/01621459.1989.10478858




Modelling numbers/proportions of events

• yi ∼ Bin(6,pi), i = 1, . . . , 23
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Modelling numbers/proportions of events

• yi ∼ Bin(6,pi), i = 1, . . . , 23

• in general: ni trials, yi successes, probability of success pi
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Modelling numbers/proportions of events

• yi ∼ Bin(6,pi), i = 1, . . . , 23

• in general: ni trials, yi successes, probability of success pi

• for regression: associated covariate vector xi, e.g. temperature
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Modelling numbers/proportions of events

• yi ∼ Bin(6,pi), i = 1, . . . , 23

• in general: ni trials, yi successes, probability of success pi

• for regression: associated covariate vector xi, e.g. temperature

• SM uses mi and ri instead of ni and yi
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Modelling numbers/proportions of events
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• in general: ni trials, yi successes, probability of success pi

• for regression: associated covariate vector xi, e.g. temperature

• SM uses mi and ri instead of ni and yi

• each yi could in principle be the sum of ni independent Bernoulli trials

• each of the ni trials having the same probability pi
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Modelling numbers/proportions of events

• yi ∼ Bin(6,pi), i = 1, . . . , 23

• in general: ni trials, yi successes, probability of success pi

• for regression: associated covariate vector xi, e.g. temperature

• SM uses mi and ri instead of ni and yi

• each yi could in principle be the sum of ni independent Bernoulli trials

• each of the ni trials having the same probability pi

• with the same covariate vector xi FELM ‘covariate classes’, p.26
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Challenger data: Faraway

> library(faraway); data(orings)

> logitmod <- glm(cbind(damage,6-damage) ~ temp, family = binomial, data = orings)

> summary(logitmod)

Call:

glm(formula = cbind(damage, 6 - damage) ~ temp, family = binomial,

data = orings)

...

Coefficients:

Estimate Std. Error z value Pr(>|z|)

(Intercept) 11.66299 3.29626 3.538 0.000403 ***

temp -0.21623 0.05318 -4.066 4.78e-05 ***

---

(Dispersion parameter for binomial family taken to be 1)

Null deviance: 38.898 on 22 degrees of freedom

Residual deviance: 16.912 on 21 degrees of freedom
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Challenger data: Davison

> library(SMPracticals) # this is for datasets in

#Statistical Models by Davison

> data(shuttle) # same example, different name

> shuttle2 <- data.frame(as.matrix(shuttle)) # this is a kludge to avoid

#an error with head(shuttle)

> head(shuttle2)

m r temperature pressure

1 6 0 66 50

2 6 1 70 50

3 6 0 69 50

4 6 0 68 50

5 6 0 67 50

6 6 0 72 50

> par(mfrow=c(2,2)) # puts 4 plots on a page

> with(orings,plot(temp,damage,main="Faraway",xlim=c(31,80)))

> with(shuttle,plot(temperature,r,main="Davison",xlim=c(31,80),

+ ylim=c(0,5)))
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Challenger data !ts
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