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Today Start Recording

1. Office hours, Covid competition, HW1
OH: Wednesday 9am-10.30am Monday 4pm-5.30pm, 7pm-8pm in Course Room

2. In the News: moon-shot covid testing; predictions for Canada
3. Types of studies
4. Linear Regression Part 3: model checking, model selection, p > n, weighted LS,
mixed effects models

5. (2–3pm) Discussion, questions, etc.

• September 28 3.30 – 4.30
• September 29 3.30 – 4.30
• http://www.fields.utoronto.ca/activities/20-21/Jeff-Wu
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This just in

DoSS welcome mixer and aRt class Friday Sept 25 10.10 – 11.30

Zoom link

Registration Link
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https://utoronto.zoom.us/j/97250441200
https://forms.office.com/Pages/ResponsePage.aspx?id=JsKqeAMvTUuQN7RtVsVSEOKHUU3SzAJJhmOKjJhDWEpUODdYU0xXWUVQRVZENk9VV0VDT05TQ0E4Ui4u


http://www.utstat.utoronto.ca/reid/sta2101f/Hw1Questions.pdf

Applied Statistics I September 24 2020 3

http://www.utstat.utoronto.ca/reid/sta2101f/Hw1Questions.pdf


Moonshot testing in the UK

## prevvals ppv

## 1 0.0001 0.0079373

## 2 0.0010 0.0741427

## 3 0.0050 0.2867384

## 4 0.0100 0.4469274

## 5 0.0500 0.8080808

## 6 0.1000 0.8988764

ppv: Probability (C+ | T+)

positive predictive value
I used False Positive Rate of 1% and didn’t assume “you find them”
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Globe & Mail, Sep 23
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... Globe & Mail, Sep 23
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PHAC, Sep 22
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PHAC, Sep 22
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Statistical science Cox & Donnelly 2011

• start with a scientific question
• assess how data could shed light on this
• plan data collection
• consider of sources of variation and how careful planning can minimize their impact

• develop strategies for data analysis: modelling, computation, methods of analysis
• assess the properties of the methods and their impact on the question at hand

• communicate the results: accurately but not pessimistically

• visualization strategies, conveyance of uncertainties
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Design and Analysis CD Ch. 1

• choice of material/individuals to study – “units of analysis”
• “For studies of a new phenomenon it will usually be best to examine situations in
which the phenomenon is likely to appear in the most striking form, even if this is
in some sense artificial”

• statistical analysis needs to take account of the design (even if statistician enters
the project at the analysis stage)

• need to be clear at the design stage about broad features of the statistical analysis
– more publicly convincing and “reduces the possibility that the data cannot be
satisfactorily analysed”

• “it is unrealistic and indeed potentially dangerous to follow an initial plan
unswervingly ... it may be a crucial part of the analysis to clarify the research
objectives”
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Experimental and observational studies CD Ch. 1

• experiment is a study in which all key elements are under the control of the
investigator

• in an observational study key elements cannot be manipulated by the investigator.
• “It often, however, aids the interpretation of an observational study to consider the
question: what would have been done in a comparable experiment?”

• Example: early studies of hydroxychloroquine for Covid19 were observational
• Randomized controlled trials are underway
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Hydroxychloroquine

June

August
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https://www.nejm.org/doi/full/10.1056/NEJMoa2012410
https://www.nejm.org/doi/full/10.1056/NEJMoa2016638


Hydroxychloroquine

retracted
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https://www.sciencedirect.com/science/article/pii/S0140673620311806?casa_token=eyeWPCCmOrcAAAAA:Ds5QRcDvpoFTjXziRk98e3vrzQNdDK5UUPHelWEg0a6yEXfsFITF5Hf4xQkFWshGTQQggqTdfiJa


Clinical Trials registry ClinicalTrials.gov
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https://jamanetwork.com/journals/jama/fullarticle/2765696


Design of Studies CD, Ch.2

• common objectives
• to avoid systematic error, that is distortion in the conclusions arising from sources
that do not cancel out in the long run

• to reduce the non-systematic (random) error to a reasonable level by replication
and other techniques

• to estimate realistically the likely uncertainty in the final conclusions
• to ensure that the scale of effort is appropriate

Applied Statistics I September 24 2020 16



... design of studies

• we concentrate largely on the careful analysis of individual studies
• in most situations synthesis of information from different investigations is needed
• but even there the quality of individual studies remains important
• examples include overviews (such as the Cochrane reviews)
• in some areas new investigations can be set up and completed relatively quickly;
design of individual studies may then be less important
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... design of studies

• formulation of a plan of analysis
• establish and document that proposed data are capable of addressing the research
questions of concern

• main configurations of answers likely to be obtained should be set out
• level of detail depends on the context
• even if pre-specified methods must be used, it is crucial not to limit analysis
• planned analysis may be technically inappropriate
• more controversially, data may suggest new research questions or replacement of
objectives

• latter will require confirmatory studies
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Unit of study and analysis

• smallest subdivision of experimental material that may be assigned to a treatment
context: Expt

• Example: RCT – unit may be a patient, or a patient-month (in crossover trial)
• Example: public health intervention – unit is often a community/school/...
• split plot experiments have two classes of units of study and analysis
• in investigations that are not randomized, it may be helpful to consider what the
primary unit of analysis would have been, had a randomized experiment been
feasible

• the unit of analysis may not be the unit of interpretation – ecological bias
systematic difference between impact of x at different levels of aggregation

• on the whole, limited detail is needed in examining the variation within the unit of
study
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Types of observational studies

• secondary analysis of data collected for another purpose
• estimation of a some feature of a defined population (could in principle be found
exactly)

• tracking across time of such features
• study of a relationship between features, where individuals may be examined

• at a single time point
• at several time points for different individuals
• at different time points for the same individual

• experiment: investigator has complete control over treatment assignment
• census
• meta-analysis: statistical assessment of a collection of studies on the same topic
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Avoidance of systematic error CD §2.4

• “distortion in the conclusions arising from irrelevant sources that do not cancel out
in the long run”

• can arise through systematic aspects of, for example, a measuring process, or the
spatial or temporal arrangement of units

• this can often be avoided by design, or adjustment in analysis
• can arise by the entry of personal judgement into some aspect of the data
collection process

• this can often be avoided by randomization and blinding
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Principles of measurement CD Ch. 1

• “construct validity – measurements do actually record the features of concern”
• “record a number of different features sufficient
to capture concisely the important aspects”

• reliable – i.e. reasonably reproducible
• “cost of the measurements is commensurate
with their importance”

• “measurement process does not appreciably distort the system under study”
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Types and phases of analysis CD Ch. 1

• “A general principle, sounding superficial but difficult to implement, is that
analyses should be as simple as possible, but no simpler.”

• the method of analysis should be transparent
• main phases of analysis

• data auditing and screening;
• preliminary analysis;
• formal analysis;
• presentation of conclusions

Applied Statistics I September 24 2020 23



Recap of Linear Regression Part 2

• Residual Sum of Squares SS(β̂) = (y − Xβ̂)T(y − Xβ̂)
• can be compared to Total Sum of Squares to see if fitting the model
has reduced variation

• estimates σ2 when divided by n− p
• can be compared to residual sum of squares from a smaller model to test
sub-hypotheses, such as β2 = β3 = 0

• this is useful, and necessary, when some variables are factors
• Checking model assumptions

• plots: residuals vs. fitted values, QQplots of residuals, plots of Cook’s distance
• looking for evidence of: nonlinearity in residuals (omitted variable(s)?); non-normality
of residuals (extreme); influential cases (fit with and without)

• residuals are often standardized so they have approximately the same variance
• Collinearity

• if X is ill-conditioned, then estimates of β are unstable
• interpretation of individual coefficients also unstable

• dependence among responses may be more important, depending on the context
auto-correlation in residuals
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Three tasks related to linear regression -2 Ch.3,4; FLM-1 Ch.3; SM 8.3

• Estimation of β, and estimation of its standard error – for inference about E(y | x)
alternatively comparing sub-models using F-tests

• Prediction of y+, say, given a new vector of explanatory variables x+
• Model Selection: which explanatory variables do we need
for prediction or inference?

These same questions arise in other models such as logistic regression, analysis of
survival data, and so on, but the generic linear model is often a good starting point

• Prediction: y+ = xT
+β + ε; ŷ+ = xT

+β̂; var(ŷ+) = σ2x+(XTX)−1x+
assuming ...

• error in expected response different from
prediction error E(y+ − ŷ+)2 = σ2 + var(ŷ+)
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Model Selection FLM-2 Ch.10; FLM-1 Ch.8; SM, Ch.8.7

• “analyses should be as simple as possible, but no simpler”
• What variables should we keep in the model ?
• Hierarchical models: some models have a natural hierarchy: polynomials, factorial
structure, auto-regressive, sinusoidal, ...

• in these models the ‘highest’ level of the hierarchy is removed first
• e.g. y = β0 + β1x + β2x2 + ε should *not* be simplified to y = β0 + β2x2 + ε

• e.g. if interaction terms are included, then main effects and other 2nd-order terms
also need to be included: y = β0 + β1x1 + β2x2 + β12x1x2 + β11x21 + β22x22 + ε

• *not* y = β0 + β1x1 + β2x2 + β12x1x2 + ε unless x = 0/1

• y = β0 + β1 sin(2πx) + β2 cos(2πx) + β3 sin(4πx) + β4 cos(4πx) + ε

• yt = β0 + αyt−1 + ε yt = β0 + α1yt−1 + α2yt−2ε *not* yt = β0 + α2yt−2 + ε
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... Model Selection FLM-2 Ch.10; FLM-1 Ch.8; SM, Ch.8.7

• testing procedures: forward selection, backward selection, stepwise selection
• it is quite common to fit all explanatory variables, and then drop if p > 0.05
• if estimates and estimated standard errors don’t change very much, may be okay
• if estimates and estimated standard errors change a lot, cause for concern
• if estimates change sign, points to possibly extreme confounding

library(SMPracticals)

data(nuclear)

head(nuclear)

lm1 <- lm(log(cost) ~ date + log(t1) + log(t2) +

log(cap) + pr + ne + ct + bw +

log(cum.n) + pt, data = nuclear)

step(lm1)

SM Example 8.29; see esp. Table 8.14
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... Model Selection FLM-2 Ch.10; FLM-1 Ch.8; SM, Ch.8.7

step(lm1)

...

Call:

lm(formula = log(cost) ~ date + log(t2) + log(cap) + pr + ne +

ct + log(cum.n) + pt, data = nuclear)

Coefficients:

(Intercept) date log(t2) log(cap)

-15.22561 0.22722 0.30186 0.68246

pr ne ct log(cum.n)

-0.09336 0.25895 0.11462 -0.07873

pt

-0.21572
as implemented in MASS, step uses the AIC criterion to choose the model, not the p-value
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... Model Selection FLM-2 Ch.10; FLM-1 Ch.8; SM, Ch.8.7

• Criterion-based procedures most widely used
• AIC,BIC, Mallows Cp, R2a RSS: residual sum of squares
•

AIC = n log(RSS/n) + 2p
•

BIC = n log(RSS/n) + log(n)p
•

Cp = RSSp/σ̃2 + 2p− n
•

R2a = 1−
σ̃2model

TSS/(n− 1)
• SM has yet another version AICc which may be better than AIC for linear models
• Cp and R2a are only useful for linear models; AIC and BIC more general

see Appendix A of Kirchmeier-Young (wildfire), for example
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Biased estimation FLM-2 Ch.11.3, 11.4; FLM-1 Ch.9.3

• if p is large relative to n, or even p > n, then LS estimates don’t exist
• XTX is not invertible X has rank min(n, p)
• ridge regression:

min
β

{(y − Xβ)T(y − Xβ) + λ

p!

j=1

β2j }

•
β̂ridge = (XTX + λI)−1XTy

(XTX)−1XTy
• Lasso regression

min
β

{(y − Xβ)T(y − Xβ) + λ

p!

j=1

|βj|}

• minimizing value β̂Lasso has many elements = 0 (depending on λ)
model selection
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