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Those pesky p-values



Example 1: Andromeda trial medium.com
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... Example 1 JAMA Feb 2019
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... Example 1 Hernández et al. 2019

• comparing two treatments for septic shock
• randomized clinical trial

• estimated hazard ratio 0.75 [0.55, 1.02] after adjusting for confounders

• 2-sided p-value 0.06 34.9% vs 43.4% unadjusted

• Discussion: “ a peripheral perfusion-targeted resuscitation strategy
did not result in a significantly lower 28-day mortality
when compared with a lactate level-targeted strategy”

• Abstract: “Among patients with septic shock, a resuscitation strategy targeting
normalization of capillary refill time, compared with a strategy targeting serum
lactate levels, did not reduce all-cause 28-day mortality.”
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Example 2: Imperial College COVID Report 17 April 2020

• Clinical characteristics and predictors of outcomes of hospitalized patients with
COVID-19 in a London NHS trust: a retrospective cohort study

• “all patients hospitalised with laboratory-confirmed SARS-CoV-2 infection at
Imperial College Healthcare NHS Trust between February 25 and April 5, 2020

outcomes were recorded as of April 19, 2020
• “logistic regression models, survival analyses and cumulative competing risk

analyses ... to evaluate factors associated with COVID-19 hospital mortality

• “ethnic minority groups were over-represented in our cohort
• “compared to whites, people of black ethnicity may be at increased odds of

mortality

• “Further research is urgently needed to investigate these associations ”
several other conclusions around co-morbidities and various blood-test indicators
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... Example 2 Perez-Guzman et al. 2020

• “the crude OR of death of black compared to white patients was not significant”
odds ratio: 1·14 95%CI 0·69-1·88 p=0.62

• “adjusting for age and comorbidity showed a trend towards significance”
adj. odds ratio: 1·72 95%CI 0·98-3·02 p=0.06

• “further accounting for admission severity ... was significant”
adj. odds ratio: 1·83 95%CI 1·02-3·30 p=0.04

• “when adjusting for age, Elixhauser comorbidity score and severity of disease on
admission, we observed higher odds of death for those from black ethnic
background compared with whites

• “this finding merits further investigation given its borderline statistical significance”
my emphasis
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... Example 2 Perez-Guzman et al. 2020
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... Example 2 Perez-Guzman et al. 2020

adj. odds ratio: 1·83 p=0.04

odds ratio: 1.14 p=0.62
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Examples 1 and 2

unadjusted for confounders:

Example 1: ANDROMEDA trial

Died Lived

New 74 34% 138 212
Old 92 43% 120 212

Total 166 258 424

randomized controlled trial
sepsis very di�cult to treat
p = 0.06

Example 2: IC Report 17

Died* did not**

White 54 28% 142 196
Black 35 30% 81 116

Total 89 223 312
*in hospital; **unresolved or discharged alive

observational study
large number of potential confounders
p = 0.67 (0.04)
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p-values in the news 2014

“ From now on, BASP is banning the NHSTP” [Null Hypothesis Significance Testing]
p-values, confidence intervals, ...
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... p-values in the news 2016
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... p-values in the news 2017
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... p-values in the news 2020

outlines a 2018 Supreme Court case appealing a conviction for wire fraud,
based on misleading investors Harkonen v. United States 13-180

the fraud centered on p-hacking the results of a Phase III trial of a drug
marketed by Harkonen

in the appeal “his defenders argued that the ASA guide provides compelling new
evidence that the scientific theory upon which petitioner’s conviction was based [that of
statistical significance testing] is demonstrably false”
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What to do?

• report actual p-value, not “*”, p < 0.05, etc. to sensible number of decimal points

• supplement p-value with sample size, estimated power, etc.
• clarify ‘exploratory’ and ‘confirmatory’ p-values Spiegelhalter 2017

• report e�ect sizes and estimated standard errors
• report confidence intervals

• pre-register trials, specifying primary and secondary outcomes
• pre-specify data analysis NEJM

• provide a p-value function significance function

• or some analogous distribution Bayes posterior

WIML July 2020 13



Distributions for parameters



A p-value function Fraser 1991

ANDROMEDA trial

Died Lived

New 74 138 212
Old 92 120 212

Total 166 258 424

2-sided p-value = 0.07

likelihood ratio test
no adjustment for covariates

90% confidence interval: [−0.688,−0.030 ]
95% confidence interval: [ −0.751, 0.034 ]
99% confidence interval: [ −0.825, 0.107 ]
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Distributions for parameters

• significance function p(θ) = Pr(y ≥ y0 | θ)

• confidence distribution set of all confidence
intervals

• fiducial probability inversion of data-generating
equation

• structural probability a re-formulation of fiducial probability for transformation models
Fraser 1966

• belief functions upper and lower probabilities
Dempster ’66; Schafer ’76

In spite of the naming, these are not ‘real’ probability distributions
Don’t obey the rules of probability calculusWIML July 2020 16



Isn’t it obvious? Bayes 1763

π(θ | y0) = f (y0; θ)π(θ)/m(y0)

a ‘real’ probability distribution for θ

y0 is fixed
probability comes from π(θ)

Pr(Θ ∈ A | y0) =

∫
A
π(θ | y0)dθ

Stigler 2013
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Why do we want distributions on parameters?

• inference is intuitive
• combines easily with decision theory
• de-emphasizes point estimation and arbitrary cut-o�s

• “it’s tempting to conclude that µ is more likely to be near the middle of this interval,
and if outside, not very far outside”

Cox 2006

• “assigns probability 0.05 to θ lying between the upper endpoints of the 0.90 and
0.95 confidence intervals, etc.”

Efron 1993

• all inference statements are seem to be probability statements about unknowns
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Best Friends Forever Dongchu Sun, Xiao-Li Meng, Min-ge Xie
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Objective Bayes



Objective Bayes

• there are many proposals for priors meant to be non-informative
• examples include reference, default, matching, vague, ... priors
• a popular choice is Je�reys’ prior π(θ) ∝ |i(θ)|1/2 expected Fisher information

• some versions may not be correctly calibrated e.g. Je�reys’

• requires checking in each example

• calibrated versions must be targetted on the parameter of interest
Fraser 2011

• only in very special cases can calibration be achieved for more than one parameter
in the model, from the same prior

• the simplicity of a fully Bayesian approach to inference is lost
Gelman 2008; PMM LW
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... objective Bayes

• the simplicity of a fully Bayesian approach to inference is lost Gelman 2008
• for example

π(ψ | y) =

∫
ψ(θ)=ψ

π(θ | y)dθ, for any ψ : Θ↘ Ψ

lower dimension

• the prior can have unexpected influence on the posterior
• even if they are seemingly noninformative objective Bayes fails

• Stein’s example:

yi ∼ N(θi, 1/n), i = 1, . . . , k
π(θi) ∝ 1

π(θ | y) ∝ N(y, Ik/n)

WIML July 2020 21



Example 3 Stein, 1959

• yi ∼ N(θi, 1/n), i = 1, . . . , k; π(θi) ∝ 1

• posterior distribution of aTθ is well-calibrated

• marginal posterior distribution of ψ = Σθ2
j is

not

• discrepancy is a function of k− 1
ψ
√
n

• p(ψ) = Pr{χ2
k(nψ2) ≥ n||y||2}

s(ψ) = Pr{χ2
k(n||y||2) ≥ nψ2}
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Bayes prob* 10−6 10−4 0.001 0.003
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Targetting on parameter

Example 1: 2× 2 table

Based on conditional distribution of odds-ratio,
given marginal totals

Example 3: yi ∼ N(θi, 1/n)

Based on marginal distribution of Σy2
j
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High-dimensional inference and
model selection



The sequence model Castillo et al 2015

• Yi ∼ N(βi, 1), i = 1, . . . ,n yi ∼ N(θi, 1/n), i = 1, . . . , k

• prototype for nonparametric modelling

• sparsity assumption needed on β = (β1, . . . , βn)

• special case of high-dimensional regression

y = Xβ + ε, ε ∼ Nn(0, I), β ∈ Rp, p >> n

• can we find an objective Bayes prior?

• or at least a prior leading to frequentist coverage of posterior credible intervals
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Bayesian linear regression Castillo et al. 2015

• Y = Xβ + ε, ε ∼ Nn(0, I), β ∈ Rp, p >> n
• assumption of sparsity – many components of β are 0 Lasso

• prior
π(β, S) ∝ πp(|S|) 1( p

|S|
)gS(βS)δ0(βSc)

• prior specification first on dimension:

πp(|S|) ∝ (cpa)−s

• then on subset S ⊂ {1, . . . ,p}, given dimension: 1( p
|S|
)

• finally on βS = {βj, j ∈ S}, given S:

βj ∼ i.i.d. Laplace(λ), j ∈ S
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... Bayesian linear regression Castillo et al. 2015

• under conditions on design matrix X inf{
||Xβ||2
||X||||β||2

: |Sβ | ≤ s} > 0

• and on the scale parameter in the Laplace prior ||X||
p
≤ λ ≤ 2||X||(log p)1/2

• obtain various consistency results on posterior estimates of |S|, S and β

• in particular, Bayesian credible sets for β are well-calibrated

• special case n = p, X = I: “sequence model” Yi ∼ N(βi, 1), i = 1, . . . ,n
Stein’s example

• Lasso posterior not useful for inference
Lasso point estimate is posterior mode (from Laplace prior)
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Tempered likelihood Martin and Ning 2018

• yi ∼ N(βi, 1), i = 1, . . . ,n; β sparse nonparametric Bayes

• prior specification first on dimension s, then on subset S ⊂ {1, . . . ,p} with |S| = s,
finally on βS

π(θ, S) ∝ πp(|S|) 1( p
|S|
)gS(βS)δ0(βSc)

• as above
πp(|S|) ∝ (cpa)−s, but βS ∼ Laplace → N(YS, σ2τ−1I|S|)

• and tempered likelihood generalized Bayes

π(β, S | y) ∝ {Ln(βS; y)}α π(β, S)

• posterior coverage for linear functions of β
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Various Bayesian approaches incomplete

• van der Pas et al 2018: horseshoe prior θi ∼ N(0, ν2
i τ

2), , νi ∼ C+(0, 1)

τ hyperparameter

• Bhadra et al 2016: horseshoe plus with hyperparameters e.g. νi ∼ C+(0, τηi)
nonlinear marginals

• Miller & Dunson 2017: c-posterior based on tempered likelihood a a hyper-parameter

πc(θ | y) ∝ {L(θ; y)}a/(a+n)π(θ)

• Grünewald and van Ommen 2018: ‘generalized posterior’ large ML literature

π(θ | y) ∝ {L(θ; y)}ηnπ(θ), η < 1

• Giordano et al. 2018: ‘local robustness’ and mean-field variational Bayes
a link to frequentist properties of Bayes estimates; Efron 2015
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Summary



Statistical theory, reproducibility and data science

• dichotomizing conclusions based on p-values is not a good idea
• statistical science is more nuanced than that
• science rarely advances on the basis of a single study

• posterior distributions need to be treated with care
• they can depend heavily on the prior, even when it seems uninformative

• calibrated inference in high-dimensional models still a w.i.p.

• considerable scope for increased interactions between ML and Stat
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Thank you!
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