
STA 413F2011 Assignment 6

Do this assignment in preparation for Quiz Six in tutorial on Friday Oct. 21st. The problems are
practice for the quiz, and are not to be handed in. See Formula Sheet 4; any necessary material
from the formula sheet will be supplied with the quiz.

Please take a look at Section 4.3.2. We proved the delta method another way in lecture.
Also, please read pages 224-225. The following questions are practice for Test 3 and the Final
Examination. They are not to be handed in.

1. Let Tn
P→ θ, and let Yn that is between Tn and θ. Prove that Yn

P→ θ. We will call this the
Squeeze Theorem for Convergence in Probability.

2. The various parts of this question will lead you through the proof of the Delta Method for
the special but important case of a function of the sample mean. That is, you are proving
the result decsribed as “Delta method combined with CLT” on the formula sheet. Of course,
you may use anything on the formula sheet except the delta method.

(a) First, use Taylor’s Theorem (on the formula sheet) to re-write
√

n(g(Xn)− g(µ)), (1)

distributing
√

n. You now have two terms.

(b) How do you know
√

n(Xn − µ) converges in probability to a normal random variable?
Cite something from the formula sheet.

(c) How do you know g′′(µ∗) P→ g′′(µ)? Use the formula sheet as well as another problem
from this assignment.

(d) Now show that the second of the two terms from Problem 2a converges in probability
to zero. When you use something from the formula sheet, cite it.

(e) Now show that the first term from Problem 2a converges in distribution to something.
What is its target distribution? Again, when you use something from the formula sheet,
cite it.

(f) Finally, apply a rule from the formula sheet to establish the desired result. What is the
rule? What is An? What is Bn?

3. Do Exercises 4.4.11 and 4.4.12.

4. Let X1, . . . , Xn be a random sample from a Bernoulli distribution with parameter θ. Find
the limiting distribution of

Zn = 2
√

n

(
sin−1

√
Xn − sin−1

√
θ

)
.

Hint: d
dx sin−1(x) = 1√

1−x2
.

http://fisher.utstat.toronto.edu/~brunner/413f11/handouts/413f11Formulas4.pdf


5. Let X1, . . . , Xn be a random sample from an exponential distribution with parameter θ.

(a) Find a variance-stabilizing transformation. That is, find a function g(x) such that the
limiting distribution of

Yn =
√

n[g(Xn)− g(θ)]

does not depend on θ.

(b) To check, find the limiting distribution of Yn.

6. Let X1, . . . , Xn be a random sample from a uniform distribution on (0, θ).

(a) Find a variance-stabilizing transformation. That is, find a function g(x) such that the
limiting distribution of

Yn =
√

n[g(2Xn)− g(θ)]

does not depend on θ.

(b) To check, find the limiting distribution of Yn.

7. Let X1, . . . , Xn be a random sample from a chi-square distribution with parameter ν.

(a) Find a variance-stabilizing transformation. That is, find a function g(x) such that the
limiting distribution of

Yn =
√

n[g(Xn)− g(ν)]

does not depend on ν.

(b) To check, find the limiting distribution of Yn.

8. Let X1, . . . , Xn be a random sample from a binomial distribution with parameters m and θ.
The constant m is fixed and known.

(a) Find a variance-stabilizing transformation. That is, find a function g(x) such that the
limiting distribution of

Yn =
√

n[g(Xn/m)− g(θ)]

does not depend on θ.

(b) To check, find the limiting distribution of Yn.


