STA414S/2104S: Statistical Methods for Data Mining and Machine  Learning

  January - April, 2010 , Tuesday 12-2, Thursday 12-1,  SS 2105

 Course Information 

This course will consider topics in statistics that have played a role in the development of techniques for data mining and machine learning. We will cover linear methods for regression and classification, nonparametric regression and classification methods, generalized additive models, aspects of model inference and model selection, model averaging and tree based methods.

 Prerequisite : Either STA 302H (regression) or CSC 411H (machine learning). CSC108H was recently added: this is not urgent but you must be willing to use a statistical computing environment such as R or Matlab.

 Office Hours : Tuesdays, 3-4; Thursdays, 2-3; or by appointment.

Textbook : Hastie, Tibshirani and Friedman. The Elements of Statistical Learning. Springer-Verlag. http://www-stat.stanford.edu/~tibs/ElemStatLearn/index.html 
 Course evaluation :

· Homework 1 due February 11: 20%,
· Homework 2 due March 4:         20%,

· Midterm exam, March 16:           20%,

· Final project due April 16:          40%.
Grades and Class Emails will be managed through Blackboard.
Computing : I will refer to, and provide explanations for, the  R  computing environment. You are welcome to use some other package if you prefer. There are many online resources for  R , including:

· Jeff Rosenthal's http://probability.ca/jeff/teaching/0708/sta410/Rinfo.html introduction for the course STA410/2102,

· the documentation http://probability.ca/cran/manuals.html provided on the R project web site -- especially the

· Introduction to R <http://cran.r-project.org/doc/manuals/R-intro.html>

· John Verzani' s http://www.math.csi.cuny.edu/Statistics/R/simpleR/online book simpleR,

· Radford Neal's http://www.utstat.utoronto.ca/~radford/sta2102.S04/> notes for  STA 410 

Download R to your laptop using

      Current version of R for Window <http://probability.ca/cran/bin/windows/base/>. Click on the link  for R-2.10.0-win32.exe to download the setup program.

      R for Mac OS X <http://probability.ca/cran/bin/macosx/>.

      R for Linux <http://probability.ca/cran/bin/linux/>. 

A menu driven interface is available called R Commander <http://socserv.mcmaster.ca/jfox/Misc/Rcmdr/>.
Project:

Your project involves finding a data set of interest, and analysing it.  This means deciding which questions might be of interest for this data, and using one or more of the techniques from this course to answer the questions.  Often the data sets themselves have questions provided at the same site. Your data set should have a large-ish number of cases (at least 100, probably not more than 5000), a single response (output) which may be continuous or categorical, and several features (inputs).  You may work in teams of at most two.

With HW 1 you will be required to submit a one page project proposal: a description of the data set you plan to analyse, the web site address where the data may be obtained, the team members (if applicable) and a concise statement of the question you are trying to answer with the data.  No two projects can analyze the same data, and you are welcome to submit your proposal in advance of the deadline for Homework 1.

With HW 2 you will be required to submit a two page progress report, including a well-written  introduction, a description of what work has been completed, and an outline of the work to be completed.

The final report should be no more than 15 pages, in 12 point font, with code provided in an Appendix.  The report will have the following format:
1. Introduction. A quick summary of the problem, methods and results.

2. Problem description. Detailed description of the problem. What question are you trying to address?

3. Methods. Description of methods used.

4. Results. The results of applying the methods to the data set.

5. Simulation studies. [STA 2104: Results of applying the method to simulated data sets.]

6. Conclusions. What is the answer to the question? [STA 2104: What did you learn about the methods?]
There are many datasets available at the University of California, Irvine Machine Learning Repository: http://archive.ics.uci.edu/ml/ and even more at  KD Nuggets:  http://www.kdnuggets.com/datasets/index.html
